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Support Vector Machine-Radial Basis Function Kernel and K-Nearest
Neighbor Differences for Classification Superior Varieties of Rice in
Indonesia

Alissa Chintyana1,∗, Kertanah1, Siti Hariati Hastuti1, and Husnul Khotimah1

1Department of Statistics, Universitas Hamzanwadi, Nusa Tenggara Barat, Indonesia

ABSTRACT. Rice is the primary food source for the Indonesian population, making it a priority commodity in
Indonesia. Rice production plays a significant role in Indonesia’s economic development, with high-yield rice varieties
being crucial for enhancing national rice output. Ensuring food security requires the selection of superior rice varieties
with optimal quality. This study evaluates various high-yield rice varieties, including INPARA, INPARI, INPAGO, and
HIPA, based on characteristic data collected in 2023. Machine learning algorithms, increasingly central to data
analysis, were applied, leveraging labeled data suitable for supervised learning methods. During the pre-processing
stage, it was determined that the data did not meet the linearity assumption. Thus the Support Vector Machine (SVM)
algorithm was modified with the Radial Basis Function (RBF) kernel to better handle non-linear data. Additionally, the
K-Nearest Neighbor (KNN) algorithm, a traditional method, was used for comparison. The results indicate that SVM
with the RBF kernel achieved faster processing times and the accuracy value reaches 96%, nearly 10% higher than the
KNN algorithm.

This article is an open access article distributed under the terms and conditions of the Creative Commons
Attribution-NonComercial 4.0 International License. Editorial of EULER: Department of Mathematics, Uni-
versitas Negeri Gorontalo, Jln. Prof. Dr. Ing. B. J. Habibie, Bone Bolango 96554, Indonesia.

1. Introduction

Agriculture is one of the priority sectors for development
in Indonesia, with rice as the primary food crop commodity. The
increase in population each year requires an increase in rice pro-
duction to meet the food needs of the community. In addition,
rice production results support the development of the Indone-
sian economy [1]. The factor that plays an important role in in-
creasing national rice production is superior rice varieties. So far,
the superior varieties used must be certified by the local agro-
ecosystem [2]. Superior rice varieties are divided into four types:
Inbred Irrigated Rice (INPARI) which is a variety that is suitable
for planting in rice fields, Hybrid Rice (HIPA) rice, which is a com-
posite between two or more divergent varieties and planted in
rice fields, Inbred Gogo Rice (INPAGO) this variety is the one that
grows in dry land and Inbred Swamp Rice (INPARA) rice that can
be grown in swampy areas where this rice is also called tidal rice.
The selection of superior rice varieties is carried out carefully to
meet the criteria for each type of variety. The classification pro-
cess can be an alternative for variety selection [3]. Classification
is the process of labeling new data or objects based on certain
qualities. There are three classification stages, including model
construction, model application, and evaluation [4]. Modeling
involves creating examples using training data that already have
attributes and classes. This information is then used to select
new data or object classes. In terms of the precision of devel-
oping and applying models to latest data, an evaluation of the
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data is carried out. The classification process is used to deter-
mine records from previously defined new data and the data is
entered into several classes [5].

The classification of superior rice varieties in Indonesia uti-
lizes cross-sectional data, which includes the number of regions
cultivating these varieties. The number of regions is classified
as a small dataset. Classification algorithms that are sensitive
to small datasets include K-nearest neighbor (KNN) and Support
Vector Machine (SVM). KNN classification is one of the easy-to-
implement algorithms with a high level of effectiveness for han-
dling small datasets [6, 7] and is widely used in cyber-physicsocial
systems (CPSS) as a data mining method [8]. The KNN method
is a lazy learning technique, which means that this method is
used in the classification of closely spaced data [4]. In contrast,
the SVM algorithm is employed to find an optimal classifier func-
tion that can separate datasets from different classes. SVM is a
non-parametric classification method that does not have to meet
certain assumptions and distributions [9] and it also offers a fast
computational process [10].

Previous research utilizing the Modified K-Nearest Neigh-
bor (MKNN) method for classifying superior rice variety groups
achieved an average maximum accuracy of 79.96% and a mini-
mum accuracy of 51.2% [11]. Both the K-Nearest Neighbor (KNN)
and SVM algorithms are known for their high accuracy in sen-
timent analysis [12] and efficient analysis time [10]. Generally,
real-world data are seldom linearly separable, most data exhibit
non-linear characteristics. Data on superior rice varieties and
their characteristics are typically categorical, with relationships
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Table 1. Research variables

Variable Meaning Category Symbol
Plant Shape Appearance of plant clump stands. Upright, moderately upright, open, scattered and

creeping/irregular
X1

Flag Leaf The last leaf comes out of the stem Upright, moderately upright/medium, horizontal
and drooping

X2

Grain Shape The shape of the grain is grouped based on the
ratio between the length and width of the grain.

Round, moderately round, medium, and slen-
der/long

X3

Grain Colour The palea and lemma color at the time of grain
ripening

Dark beige, yellow, clean yellow, golden yellow,
straw yellow, and dirty yellow

X4

Loss How easy it is for the grain to fall off when the
panicles are held by hand

Resistant, medium, and easy X5

Sluggishness Position of plant stand Resistant, moderately resistant, moderately vul-
nerable, weak, and very weak

X6

Rice Texture The texture of the rice Glutinous, very fluffy, plump, para X7
Superior Rice Varieties A secondary taxonomic rank under species Inpari, Inpara, Hipa, Inpago Y

between categorical variables being inherently non-linear. This
non-linearity arises because changes in one variable do not re-
sult in proportional changes in other variables. Consequently,
the non-linear SVM algorithm is applied to classify data on supe-
rior rice varieties. To address non-linear problems, researchers
modify SVM by incorporating a kernel function [13]. For robust
optimization, researchers use the Radial Basis Function (RBF) ker-
nel within SVM. Both KNN and SVM algorithms are applied for
classifying superior rice varieties, as they do not rely on specific
assumptions. Based on the description above, this study aims to
evaluate the effectiveness of SVM with the RBF kernel and KNN
in classifying superior rice varieties.

2. Methods

The data on superior rice varieties is categorical and con-
sists of observations collected in 2023. In practice, categorical
data types cannot be analyzed with classical parametric meth-
ods because there will be violated assumptions. To overcome
this, researchers use machine learning methods with supervised
learning.

2.1. Data Description

This study uses a quantitative research method. The data
source in this study was taken from the official website of the
Rice Crop Research Center (BBPADI). The object of the study is
the area with superior rice varieties in Indonesia as many as 95
observations. The research variables consisted of four types of
superior rice varieties as dependent variables and plant shape,
flag leaves, grain shape, grain color, shedding, recumbentness,
and rice texture as independent variables. Table 1 presents more
complete information related to the research data.

Classification is applied to determine the quality of the best
superior rice varieties. In the classification, data is first split into
training data and testing data. This study uses a 70:30 ratio for
training data:testing data. SVM and KNN analysis in classifying
superior rice varieties using statistics software. In this study, the
best method can be seen from the value based on the results of
the Accuracy and Sensitivity values.

2.2. Support Vector Machine
The Support Vector Machine (SVM) is a dividing machine

with the main idea of building a hyperplane that can effectively
separate data points into different classes. In SVM, there are sev-
eral terms: hyperplane is the decision boundary as the separator
among classes, pattern is the member of the class, and margin
is the distance between the hyperplane and the nearest pattern
of each class. This closest pattern is referred to the support vec-
tor. The effort to find the location of the hyperplane is the core
of the learning process in SVM [14]. Hyperplanes are said to be
optimal if they are right in the middle of the classes so that they
have the farthest distance to the outermost data in both classes.
The best hyperplane can be found by measuring the margin and
maximum support vector. The number of input variables deter-
mine the dimensions of the hyperplane [15]. The dimensions of
the hyperplane defined by p – 1, p is the input features.

In general, the data problems obtained are rarely linear,
many are non-linear. The classification rule for the non-linear
problem is: for all observation i = 1,2,…,n [10],

yi
(
wTxi + b

)
− 1 + ξi ≥ 0, (1)

yi is the labeled data, xi is input variables, w =
(w1, w2, . . . , wp)

T is the vector of coefficients and b be a
constant. The primal problem in non-linear SVM that can be
solved is [10]:

h (x) = wTx+ b and ξ, (2)

that minimizes Ep (w, ξ) = 1
2∥w∥2 + c

∑n
i=1 ξi and subject

to Eq. (1). Eq. (2) is the hyperplane function that minimizes
Ep (w, ξ) with additional c. Parameter c is the regularization pa-
rameter that controls the trade-off between margin maximiza-
tion and missclassification. For linearization aim, the kernel can
be used to transform data into a higher dimensional space [10].
Data is stored in the form of a kernel that measures the similarity
or inequality of data objects. The kernel can be built for a variety
of data objects ranging from continuous data and discrete data
through data sequences and graphs. With the additional kernel
function, the dual problem of the optimization for SVM is maxi-
mize [10]:

ED (α) =

n∑
i=1

αi −
1

2

n∑
i=1

n∑
j=1

αiαjyiyjK (xi,xj), (3)
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αi is the lagrangemultiplier associated with training data (xi, yi)
and K (xi,xj) is the kernel function.

The radial base function (RBF) kernel leverages the Gaus-
sian function to evaluate the degree of similarity between two
input vectors in feature space. The RBF kernel is one of the most
robust kernels for all types of data. In an RBF kernel, the smaller
the kernel value, the greater the distance between the input vec-
tors. The result of this kernel will affect the contribution of the
vector to the decision boundary generated by the SVM model.
The smaller the kernel value, the less influence it has on the sep-
aration process [16]. The kernel function that will be used in this
study is the Radial Basis Function (RBF) Kernel. Eq. (4) is a func-
tion of the RBF kernel [10].

K (xi,xj) = exp
(
−γ ∥ xi − xj ∥2

)
, (4)

where gamma (γ) is parameter of RBF kernel.

2.3. K-Nearest Neighbor
The KNN method is one of the methods used to classify

data based on training data. This method is part of supervised
learning, the latest data is categorized based on the proximity
of the number of existing categories. This means that the KNN
algorithm classifies new data based on the distance of the datum
and its proximity to other data [17]. In this case, the distance
used is the Euclidean distance. The Euclidean distance is shown
in Eq. (5) [4].

d (x1,x2) =

√√√√ n∑
i=1

(x1i − x2i)
2
, (5)

where x1 = (x11, x12, . . . , x1n) and x2 = (x21, x22, . . . , x2n)
are input variables. Distance calculations are performed for each
input variable in pairs. The basic concept of the KNN method is
to find the shortest distance between the reclassified data in the
environment k (minimum distance) that is closest to the training
data. The largest number of classes/categories with the smallest
distance becomes new data, namely classes/categories of testing
data. The advantage of the KNNmethod is that it is simple and ef-
fective when the data is large enough andworks well enough, and
it is resistant to noisy data storage [18]. However, this method
also has a disadvantage, namely that the more training data is
used, the longer the calculation time will be used.

2.4. Model Goodness
The Confusion Matrix can be interpreted as a tool that has

a function to analyze whether the classifier is good at recogniz-
ing tuples from different classes. To calculate the accuracy of a
performance system, a confusion matrix is generally used. Con-
fusion Matrix is a method that is often applied to determine the
performance of an algorithm. This method is in the form of a
diagram that contains actual information about the approximate
classification of a system using data in the form of a matrix as
a result. The values of True-Positive (TP) and True-Negative (TN)
provide information when the classifier in classifying the data is
correct, while False-Positive (FP) and False-Negative (FN) provide
information when the classifier is wrong in classifying the data
[17]. Table 2 is a form of the confusion matrix.

Table 2. Confusion Matrix

Actual Predict
Positive Negative

Positive TP FN
Negative FP TN

where
TP : the sum of the correct predicted outcomes with a pos-

itive original class.
FP : the sum of the wrong predicted outcomes with a pos-

itive original class.
TN : the sum of the correct predicted results with a nega-

tive original class.
FN : the sum of the wrong prediction results with the orig-

inal class being negative.

A =
TP+TN

TP+TN+FP+FN
, (6)

S =
TP

TP + FN
. (7)

Table 2 shows the confusion matrix that will be used to cal-
culate the accuracy of the classification method. Accuracy (A) and
sensitivity (S) are formulated in Eq. (6) and Eq. (7) [4], respectively.

2.5. Analysis Step
The analysis techniques used in this study are the Support

Vector Machine (SVM) and the K-Nearest Neighbors (KNN) algo-
rithm. Data processing using statistics software. The measure
of the model’s goodness is the value of accuracy and consistency
such as equations Eq. (3) and Eq. (4). The following is a descrip-
tion of the SVM and KNN algorithms.
1. Split data into training and testing data (Section 2.1).
2. Support Vector Machine analysis steps:

(a) Labeled data as reference that grouped into certain
classes.

(b) Select RBF kernel function (Eq. (4)).
(c) Determine parameter C and Gamma value.
(d) Maximize the dual problem (Eq. (3)).
(e) Forming the hyperplane function (Eq. (2)).
(f) Classification predictions.
(g) Confusion Matrix Creation (Table 2).

3. K-Nearest Neighbour analysis steps:
(a) Specifies the k parameter to determine the number of
nearest neighbors.

(b) Calculate the Euclidean distance using training data
(Eq. (5)).

(c) Sort the distance of the calculation result at 2) from the
smallest distance.

(d) Collecting classifications based on k-values.
(e) Find the number of classes from neighbour which have
the closest distance.

(f) Classification predictions.
(g) Confusion Matrix Creation (Table 2).

3. Results and Discussion
The machine learning algorithm starts with a pre-

processing stage. During this process, it was found that the data
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Table 3. Data Characteristics

Varieties
Mode

Plant shape Flag Leaf Grain Shape Grain Colour Loss Sluggishness Rice Texture
Inpari Upright Upright Slim Clean Yellow Moderate Moderate Fluffier
Inpara Upright Upright Medium Yellow Moderate Moderate Pera
Hipa Upright Upright Slim Straw Yellow Moderate Resistant Fluffier
Inpago Upright Perpendicular Medium Straw Yellow Moderate Resistant Medium

contains no outliers and is non-linear. The analysis continues
with data exploration in Section 3.1 and the selection of the best
model in Section 3.2. In the SVM algorithm, besides the RBF
kernel, we also tested the sigmoid, polynomial, and additive ker-
nels. The RBF kernel is presented in this article as the one with
the highest accuracy.

3.1. Exploratory Data Analysis

The dataset to be analyzed is first studied how the pat-
tern and characteristics. This is related to the suitability of the
method to be used. The patterns and characteristics in ques-
tion are such as data distribution and data descriptive [19]. Data
description was carried out to determine the characteristics of
observational data. Descriptive analysis can be used to see an
overview of the characteristics of each variable used. This study
used 95 observations of superior rice varieties with the Inpari
type dominating the data. The mode value is used to determine
the characteristics of superior rice variates.

Table 3 is a characteristic based on the value of the mode
of each superior rice variety based on its independent variables.
Inpari differs from Inpara based on the shape of the grain, the
color of the grain, and the texture of the rice. Inpago can be
distinguished from the other three types of varieties because it
has flag leaves that tend to be upright and medium rice texture.
Other characteristics can also be known by referring to the results
of the mode in Table 3. From Table 3, it can also be known the
characteristics of superior rice varieties in Indonesia. Most of
the superior varieties of rice are characterized by upright plant
shapes, upright flag leaves, slender grain shapes, straw yellow
grain color, resistant reclining, and fluffy rice texture.

3.2. Model Selection

This research involves categorical data, for which poisson
or logistic models can be considered appropriate for modeling
[20]. Categorical data is generally non-linear and does not fol-
low a normal distribution. Data mining techniques are commonly
used as alternatives for handling non-linear data. The data min-
ing process is preceded by a pre-processing. Pre-processing in-
cludes data cleansing from missing values and outliers. The next
step is to split the data into training and test dataset. The ratio
used is 70 : 30 for the training: test data so that 66 observations
of the training data and the rest of the test data. The Machine
Learning algorithm adjusts its parameters based on the data pro-
vided during training. The model is trained using the training
dataset, and its performance during this process is evaluated us-
ing a validation (test) dataset [4]. This evaluation assesses the
model’s ability to recognize general patterns within the dataset.
The selection of the best model is based on accuracy and sensi-
tivity metrics (Table 4 and Table 6).

Table 4. Goodness of Model SVM

Varieties Accuracy Sensitivity
Inpari

95.65%

100.00%
Inpara 100.00%
Hipa 100.00%
Inpago 93.33%

The SVM algorithm is implemented using the RBF kernel.
This RBF method requires the tuning parameter cost (c) and
gamma values. In this study, a range of 1 – 100 was used for
the c parameter and a range of 1 – 5 for the gamma parameter.
The final results showed that a c value of 50 and a gamma of 5
resulted in the highest accuracy of 95.65%. Thus, the analysis of
research data using the SVM method uses the values c = 50 and
gamma = 5. Based on Table 4, it can be seen that the good-
ness of the model obtained is close to perfect according to the
value produced close to 100%. Sensitivity indicates a measure
of how well a classification method correctly classifies per cate-
gory. The greater the sensitivity value and the closer to the value
of 100, the better the related classification method. In general,
the goodness value of a model is indicated by its accuracy value.

Table 5. Goodness of K Value KNN

K-value Accuracy Time
2 75% 5.28 s
4 72% 5.47 s
6 68% 5.48 s
8 72% 5.75 s

Table 6. Goodness of Model KNN

Varieties Accuracy Sensitivity
Inpari

75.86%

90.00%
Inpara 50.00%
Hipa 40.00%
Inpago 83.33%

Before carrying out the KNN classification process, first de-
termine the value of K. The value of K is tried from 2 to 10. The se-
lection of the K-value range is based on the accuracy value which
continues to decrease as the K-value increases. The process of
finding the best K-value can be seen in Table 5. From Table 5,
it can be seen that as the number of K-increases, the accuracy
decreases, and the analysis process time gets longer. This can
happen in the search for the central value of each cluster, so
that the larger the number of K, the more often the search for
the central value will be carried out, which results in the process
will take longer. The classification analysis with KNN then uses

EULER | J. Ilm. Mat. Sains dan Teknol. Volume 12 | Issue 2 | Dec 2024



A. Chintyana, K. Kertanah, S. H. Hastuti, and H. Khotimah – Support Vector Machine-Radial Basis Function Kernel and K-Nearest Neighbor… 161

the value of K = 2 which produces the highest accuracy value.
The best model is selected based on the highest accuracy value.
This selected model can then be applied to identify superior rice
varieties in Indonesia. These superior rice varieties are chosen
based on their above-average quality, with environmental factors
such as moisture content and temperature playing a critical role
in the selection process [21]. By incorporating these environmen-
tal factors, the benefits to the agricultural sector can be further
enhanced.

4. Conclusion
The data on superior rice varieties is categorized as cate-

gorical data, which makes classification methods the primary ap-
proach for managing labeled categorical information. In practice,
this data often demonstrates non-linear characteristics. The Sup-
port Vector Machine (SVM) algorithm, particularly when using the
Radial Basis Function (RBF) kernel, provides a clear and system-
atic solution for handling non-linear data, with the added benefit
of not requiring specific assumptions to be met. The RBF kernel
has consistently been shown to deliver higher accuracy compared
to other kernels. In fact, SVM with the RBF kernel achieves an ac-
curacy rate 8% higher than that of the K-Nearest Neighbors (KNN)
algorithm. This superior performance is further supported by the
sensitivity values, where the sensitivity of the KNN model is sig-
nificantly lower than that of the SVMmodel. For instance, in over
half of the categories, the sensitivity exceeds 50%, indicating that
the RBF SVM is a more suitable method for classifying superior
rice varieties in Indonesia in 2023. Moreover, in cases involving
new superior rice varieties, the RBF SVM can be effectively ap-
plied to assist in their classification.
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