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Abstract

In this paper, the numerical results of mixed convection flow over a flat plate with the imposed heat and different angles of inclination are established by applying the finite difference method of Crank-Nicolson. We further compare these numerical results with the case of non-mixed convection flow. The velocity and temperature profiles are decreased when the different values of the Prandtl number ($P_r$) are increased. Meanwhile, the velocity profiles are increased, when the different values of angle of inclination ($\alpha$) and mixed convection parameter ($\lambda$) are increased. The mixed convection flow case ($\lambda = 1.5$) is affected by the external force, so the velocity of convection flow is higher than the non-mixed case ($\lambda = 0$).
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1. Introduction

The numerical results of mixed convection flow over a flat plate with the imposed heat have been extensively studied by researchers and widely applied in engineering applications. Many researchers investigated the cases of mixed convection flow in different geometries such as sphere, cone, and cylinder with fluids Newtonian or non-Newtonian. Amin et al [1] studied the steady and incompressible mixed convection flow over a sphere with the constant temperature which was solved numerically by Keller-Box. Nazar et al [2] investigated the mixed convection flow over a sphere with Newtonian heating which was also established by Keller-Box method. The Newtonian heating was proportional to the local surface temperature. Kasim [3] studied the steady-state and incompressible mixed convection flow of viscoelastic fluid over a sphere that was established numerically by Keller-Box method. Ghani et al [4] studied the steady-state and incompressible mixed convection over sphere, where the Crank-Nicolson and iterative method are employed in numerical results. Moreover, Ghani and Wayan [5] studied the previous mathematical model by imposing the effect of MHD, where Keller-Box method was applied to establish the numerical results. Widodo et al [6] studied the unsteady-state boundary layer MHD of micro-polar fluid over a solid sphere.

Recently, the studies of ferrofluid included the study of heat, thermal radiation and slip flow of ferrofluid towards various geometry like stagnation point, stretching/shrinking surface as well as a flat surface with heat flux and Newtonian heating boundary conditions by Khan et al., [7], Zeeshan et al., [8], Jusoh et al., [9], Mohamed et al., [10], Yasin et al., [11], Gangadhar et al., [12] and Kumar et al., [13]. For the case of industrial segment, the ferrofluid is applied in electronic devices cooling system for example in hi-fi speakers and computer hard-disc. Moreover, the ferrofluid was also employed in medical treatment segment. The ferrofluid play role in cancer therapy, bleeding stopping agent, magnetic resonance imaging and other diagnostic tests [14]. Studying the ferrofluid potential in medicine, specifically blood as the based-fluid is challenging. The blood is a non-Newtonian fluid, because it has the different characteristics with a Newtonian fluid of water. The ordinary Naviere-
Stokes equations did not represent the characteristics of the non-Newtonian fluid model. Then, we need to modify the Navier-Stokes equations to handle the non-Newtonian fluid model [15]. Casson model is introduced as the part of the non-Newtonian fluid model to characterize the elastic solid of fluid behaviour.

Based on the last studies, we present the numerical results of mixed convection flow over a flat plate with the imposed heat and angle of inclination, where this numerical solution is solved by finite difference method of Crank-Nicolson.

2. Mathematical Model

We first present the following two-dimensional mathematical model of mixed convection flow over a flat plate with the imposed heat and angle of inclination \((\alpha)\)

\[
\frac{\partial \tilde{\psi}}{\partial \tilde{\xi}} + \frac{\partial \bar{\varphi}}{\partial \tilde{\eta}} = 0, \tag{1}
\]

\[
\frac{\partial \tilde{\psi}}{\partial \tilde{\xi}} + \tilde{\psi} \frac{\partial \tilde{\psi}}{\partial \tilde{\xi}} + \bar{\varphi} \frac{\partial \tilde{\psi}}{\partial \tilde{\eta}} = \nu \frac{\partial^2 \tilde{\psi}}{\partial \tilde{\eta}^2} + g_0 \beta (\bar{T} - T_\infty) \sin(\alpha), \tag{2}
\]

\[
\frac{\partial \bar{T}}{\partial \tilde{\xi}} + \tilde{\psi} \frac{\partial \bar{T}}{\partial \tilde{\xi}} + \bar{\varphi} \frac{\partial \bar{T}}{\partial \tilde{\eta}} = \frac{k}{\rho c_p} \frac{\partial^2 \bar{T}}{\partial \tilde{\eta}^2}, \tag{3}
\]

with the initial and boundary conditions

for \(\tilde{\xi} \leq 0\),

\[
\tilde{\psi} = 0, \bar{\varphi} = 0, \bar{T} = T_\infty, \tag{4}
\]

for \(\tilde{\xi} > 0\)

\[
\tilde{\psi} = 0, \bar{\varphi} = 0, \bar{T} = T_\infty, \text{ at } \tilde{\xi} = 0
\]

\[
\tilde{\psi} = 0, \bar{\varphi} = 0, \bar{T} = T_w, \text{ at } \tilde{\eta} = 0
\]

\[
\tilde{\psi} \to 0, \bar{\varphi} \to 0, \bar{T} \to T_\infty, \text{ as } \tilde{\eta} \to \infty \tag{5}
\]

We further transform the non-dimensional mathematical model, boundary, and initial conditions (1)-(5) by applying the following non-dimensional variables

\[
x = \frac{\tilde{x}}{L}, y = \frac{\tilde{y}}{L}, \psi = \frac{\tilde{\psi}}{L}, \varphi = \frac{\bar{\varphi}}{L}, \theta = \frac{R_e^2}{T_w - T_\infty} \left(\frac{\bar{T} - T_\infty}{T_w - T_\infty}\right) \tag{6}
\]

where \(L, R_e\), and \(\theta\) are characteristic of length of plate, Reynold number, and non-dimensional temperature respectively. The presence of Reynold number \(R_e\) is due to the mixed convection flow. The mixed convection flow is the combination between natural (Grashof number, \(G_r\)) and forced (Reynold number, \(R_e\)) convection flow, where this correlation can be stated as \(G_r/R_e^2\). If \(G_r \equiv R_e^2\) then the natural and convection flow are significant, if \(R_e^2 \ll G_r\) then the natural convection flow is only significant, and if \(G_r \ll R_e^2\) then the forced convection flow is only significant. By applying the non-dimensional variables (6) to (1)-(5), then the following non-dimensional equations are obtained

\[
\frac{\partial \psi}{\partial x} + \frac{\partial \varphi}{\partial y} = 0, \tag{7}
\]

\[
\frac{\partial \psi}{\partial t} + \psi \frac{\partial \psi}{\partial x} + \varphi \frac{\partial \psi}{\partial y} = \nu \frac{\partial^2 \psi}{\partial y^2} + \lambda \theta \sin(\alpha), \tag{8}
\]
\[
\frac{\partial \theta}{\partial t} + \psi \frac{\partial \theta}{\partial x} + \varphi \frac{\partial \theta}{\partial y} = \frac{1}{Pr} \frac{\partial^2 \theta}{\partial y^2},
\]
with the initial and boundary conditions
for \( t \leq 0 \),

\[
\psi = 0, \varphi = 0, \theta = 0,
\]
for \( t > 0 \)

\[
\psi = 0, \varphi = 0, \theta = 0, \text{ at } x = 0 \\
\psi = 0, \varphi = 0, \theta = 0, \text{ at } y = 0 \\
\psi \rightarrow 0, \varphi \rightarrow 0, \theta \rightarrow 0, \text{ as } y \rightarrow \infty
\]

where \( \lambda = \frac{Gr}{Re^2} \) is mixed convection parameter, \( Pr = \frac{\nu \rho c_p}{k} \) is Prandtl number, and \( Gr = \frac{g_0 \beta L^3 (T_w - T_\infty)}{v^2} \) is Grashof number.

3. **Numerical Analysis**

Figure 1 represents the stencil of Crank-Nicolson method, where \( \alpha \) is angle of inclination from axis-x. The indexes of \( p, q, \) and \( n \) are respectively representation of axis-x, axis-y, and time-t. We further apply the Crank-Nicolson method to non-dimensional equations (7)-(9), then we have the following discretization results

\[
\frac{(\psi_{p,q}^{n+1} - \psi_{p-1,q}^{n+1}) + (\psi_{p,q}^{n} - \psi_{p-1,q}^{n}) + (\psi_{p,q-1}^{n+1} - \psi_{p-1,q-1}^{n+1}) + (\psi_{p,q-1}^{n} - \psi_{p-1,q-1}^{n})}{2\Delta x} + \frac{(\varphi_{p,q}^{n+1} - \varphi_{p,q-1}^{n+1}) + (\varphi_{p,q}^{n} - \varphi_{p,q-1}^{n})}{\Delta y} = 0
\]
\[
\psi_{p,q}^{n+1} - \psi_{p,q}^n + \psi_{p,q}^n \left( \psi_{p,q}^{n+1} - \psi_{p,q-1}^{n+1} \right) + \left( \psi_{p,q}^n - \psi_{p,q-1}^n \right) \Delta t \frac{\theta_{p,q}^{n+1} - \theta_{p,q}^n}{2 \Delta x} + \phi_{p,q}^n \frac{\psi_{p,q}^{n+1} - \psi_{p,q-1}^{n+1}}{4 \Delta y} + \left( \psi_{p,q-1}^n - 2 \psi_{p,q}^n + \psi_{p,q+1}^n \right) + \left( \psi_{p,q-1}^n - 2 \psi_{p,q}^n + \psi_{p,q+1}^n \right) \frac{\theta_{p,q}^{n+1} + \theta_{p,q}^n}{2 \Delta y^2} = \frac{\theta_{p,q}^{n+1} + \theta_{p,q}^n}{2}. \lambda \sin(\alpha) +
\]

with the initial and boundary conditions

for \( n = 0 \),
\[
\psi_{p,q}^0 = 0, \phi_{p,q}^0 = 0, \theta_{p,q}^0 = 0,
\]

for \( n = 1, 2, 3, \ldots, N_t \)
\[
\psi_{p,q}^n = 0, \phi_{p,q}^n = 0, \theta_{p,q}^n = 0, \text{ at } p = 0
\]
\[
\psi_{p,0}^n = 0, \phi_{p,0}^n = 0, \theta_{p,0}^n = 1, \text{ at } q = 0
\]
\[
\psi_{p,N_y}^n = 0, \phi_{p,N_y}^n = 0, \theta_{p,N_y}^n = 0, \text{ at } q = N_y
\]

Rearranging (12)-(14) and grouping the same indexes \( n + 1 \) and \( n \), then we have have the following new discretization

\[
\phi_{p,q}^{n+1} = \phi_{p,q}^{n+1} - \phi_{p,q}^n + \phi_{p,q-1}^n -
\]
\[
t_1 \left[ \psi_{p,q}^{n+1} - \psi_{p-1,q}^{n+1} + \psi_{p,q}^n - \psi_{p-1,q}^n + \psi_{p,q}^{n+1} - \psi_{p-1,q-1}^{n+1} + \psi_{p,q-1}^n - \psi_{p-1,q-1}^n \right] =
\]
\[
(-s_2 - s_3)\psi_{p,q-1}^{n+1} + (1 + s_1 + 2s_3)\psi_{p,q}^{n+1} + (s_2 - s_3)\psi_{p,q+1}^{n+1} =
\]
\[
\psi_{p,q}^n + s_1 \left( \psi_{p-1,q}^n - \psi_{p,q}^n \right) + s_2 \left( \psi_{p,q-1}^n - \psi_{p,q+1}^n \right) +
\]
\[
s_3 \left( \psi_{p,q-1}^n - 2 \psi_{p,q}^n + \psi_{p,q+1}^n \right) + s_4 \left( \theta_{p,q}^n + \theta_{p,q}^n \right)
\]

where
\[ r_1 = s_1 = \frac{\Delta t \psi_{p,q}^n}{2 \Delta x}, \quad t_1 = \frac{\Delta y}{2 \Delta x}, \quad r_2 = s_2 = \frac{\Delta \varphi_{p,q}^n}{4 \Delta y}, \]
\[ r_3 = \frac{\Delta t}{P \cdot 2 \Delta y^2}, s_3 = \frac{\Delta t}{2 \Delta y^2}, s_4 = \left( \frac{\Delta t}{2} \right) \lambda \sin(\alpha) \]  

(20)

We further bring all discretization results (17)-(19) into the following tri-diagonal matrices

\[ A_1 \theta_{p,q-1}^{n+1} + B_1 \psi_{p,q}^{n+1} + C_1 \theta_{p,q+1}^{n+1} = E_1 \]  
\[ A_2 \psi_{p,q-1}^{n+1} + B_2 \psi_{p,q}^{n+1} + C_2 \psi_{p,q+1}^{n+1} = E_2 \]  
\[ \varphi_{p,q}^{n+1} = E_3 \]  

(21) \quad (22) \quad (23)

where

\[ A_1 = -r_2 - r_3, B_1 = 1 + r_1 + 2r_3, C_1 = r_2 - r_3 \]
\[ A_2 = -s_2 - s_3, B_2 = 1 + s_1 + 2s_3, C_2 = s_2 - s_3 \]
\[ E_1 = \theta_{p,q}^n + r_1 (\theta_{p-1,q}^{n+1} + \theta_{p-1,q}^{n} - \theta_{p,q}^n) + r_2 (\theta_{p,q-1}^n - \theta_{p,q}^n + \theta_{p,q+1}^n) + r_3 (\theta_{p,q+1}^n - 2 \theta_{p,q}^n + \theta_{p,q+2}^n) \]
\[ E_2 = \psi_{p,q}^n + s_1 (\psi_{p-1,q}^{n+1} + \psi_{p-1,q}^n - \psi_{p,q}^n) + s_2 (\psi_{p,q-1}^n - \psi_{p,q}^n + \psi_{p,q+1}^n) + \]
\[ s_3 (\psi_{i,j-1}^n - 2 \psi_{i,j}^n + \psi_{i,j+1}^n) + s_4 (\theta_{i,j}^{n+1} + \theta_{i,j}^n) \]
\[ E_3 = \varphi_{p,q-1}^n - \varphi_{p,q}^n + \varphi_{p,q+1}^n - t_1 (\psi_{p-1,q}^n + \psi_{p,q}^n - \psi_{p,q-1}^n + \psi_{p,q+1}^n - \psi_{p,q+2}^n) \]

Furthermore, the discretization of (21) and (22) can be represented into tri-diagonal matrices to make it easy in solving iteratively with the Thomas algorithm. This process is only subscript \( q \) to be iterated, that is \( q = 1, 2, 3, ..., N_y - 2, N_y - 1 \).

Then, by assuming \([U_{p,1}^{n+1}, U_{p,2}^{n+1}, ..., U_{p,N_y-2}^{n+1}, U_{p,N_y-1}^{n+1}] = [\psi_{p,1}^{n+1}, \psi_{p,2}^{n+1}, ..., \psi_{p,N_y-2}^{n+1}, \psi_{p,N_y-1}^{n+1}] \) we can derive the following matrix

\[ \begin{bmatrix} B_1 & C_1 & 0 & 0 & \cdots & 0 \\ A_1 & B_1 & C_1 & 0 & \cdots & 0 \\ 0 & A_1 & B_1 & C_1 & \cdots & \vdots \\ 0 & 0 & \ddots & \ddots & \ddots & \ddots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & \cdots & A_1 & B_1 & C_1 \end{bmatrix} \begin{bmatrix} \theta_{p,1}^{n+1} \\ \theta_{p,2}^{n+1} \\ \theta_{p,3}^{n+1} \\ \theta_{p,N_y-2}^{n+1} \\ \theta_{p,N_y-1}^{n+1} \end{bmatrix} = \begin{bmatrix} E_1 \\ E_1 \\ E_1 \\ E_1 \\ E_1 \end{bmatrix} + \begin{bmatrix} \varphi_{p,1}^{n+1} \\ \varphi_{p,2}^{n+1} \\ \varphi_{p,3}^{n+1} \\ \varphi_{p,N_y-2}^{n+1} \\ \varphi_{p,N_y-1}^{n+1} \end{bmatrix} \]  

(24)

\[ \begin{bmatrix} B_2 & C_2 & 0 & 0 & \cdots & 0 \\ A_2 & B_2 & C_2 & 0 & \cdots & 0 \\ 0 & A_2 & B_2 & C_2 & \cdots & \vdots \\ 0 & 0 & \ddots & \ddots & \ddots & \ddots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & \cdots & A_2 & B_2 & C_2 \end{bmatrix} \begin{bmatrix} U_{p,1}^{n+1} \\ U_{p,2}^{n+1} \\ U_{p,3}^{n+1} \\ U_{p,N_y-2}^{n+1} \\ U_{p,N_y-1}^{n+1} \end{bmatrix} = \begin{bmatrix} E_2 \\ E_2 \\ E_2 \\ E_2 \\ E_2 \end{bmatrix} + \begin{bmatrix} U_{p,0}^{n+1} \\ U_{p,0}^{n+1} \\ U_{p,0}^{n+1} \\ U_{p,0}^{n+1} \end{bmatrix} \]  

(25)

Meanwhile, \( U_{p,q}^{n+1} \) is solved iteratively without using Thomas algorithm after getting the values of \( U \) and \( \theta \). The technique used to find the unknown values in (24) and (25) is similar to the following
matrix as the general parts of (24) and (25)

\[
\begin{bmatrix}
    b_1 & c_1 & 0 & 0 & \cdots & 0 \\
    a_2 & b_2 & c_2 & 0 & \cdots & 0 \\
    0 & a_3 & b_3 & c_3 & \cdots & \vdots \\
    0 & 0 & \ddots & \ddots & \ddots & \vdots \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
    0 & 0 & \cdots & 0 & a_N & b_N
\end{bmatrix}
\begin{bmatrix}
    v_1 \\
    v_2 \\
    \vdots \\
    v_{N-1} \\
    v_N
\end{bmatrix}
= 
\begin{bmatrix}
    d_1 \\
    d_2 \\
    \vdots \\
    d_{N-1} \\
    d_N
\end{bmatrix}
\]

(26)

The matrix (26) is eliminated using Gaussian method, then it reduces to the following matrix

\[
\begin{bmatrix}
    b'_1 & c_1 & 0 & 0 & \cdots & 0 \\
    0 & b'_2 & c_2 & 0 & \cdots & 0 \\
    0 & 0 & b'_3 & c_3 & \cdots & \vdots \\
    0 & 0 & \ddots & \ddots & \ddots & \vdots \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
    0 & 0 & \cdots & 0 & b'_{N-1} & c_{N-1} \\
    0 & 0 & \cdots & 0 & 0 & b'_N
\end{bmatrix}
\begin{bmatrix}
    v_1 \\
    v_2 \\
    \vdots \\
    v_{N-1} \\
    v_N
\end{bmatrix}
= 
\begin{bmatrix}
    d'_1 \\
    d'_2 \\
    \vdots \\
    d'_{N-1} \\
    d'_N
\end{bmatrix}
\]

(27)

The matrices (26) and (27) can be represented into the following recursive formula to make an easy in iterative processes of numerical simulation

\[
b'_1 = b_1, d'_1 = d_1, b'_i = b_i - c_{i-1} \frac{a_i}{b'_{i-1}} \]
\[
d'_i = d_i - d'_{i-1} \frac{a_i}{b'_{i-1}}, i = 2, 3, \ldots, N
\]

(28)

and the following backward substitution

\[
v(N) = \frac{d'(N)}{b'(N)}, v(i) = \frac{d'(i) - c(i)v(i + 1)}{b'(i)}, i = N - 1, N - 2, \ldots, 2, 1
\]

(29)

Based on the discretization results by the finite difference method of Crank-Nicolson in (21)-(23). We present the following velocity and temperature profiles for different values of angle of inclination \(\alpha\), Prandtl number \(P_r\), and mixed convection parameter \(\lambda\)

![Figure 2. Velocity profile for various Prandtl number \(P_r\)](image)

![Figure 3. Temperature profile for various Prandtl number \(P_r\)](image)
According to Figure 2, Figure 3, velocity and temperature profiles are more decreased when the different values of Prandtl number are more increased. This is due to the Prandtl number related to thermal diffusivity as written as $P_r = \frac{\mu c_p}{k}$, which indicates that the more increased Prandtl number is, the more increased thermal diffusivity is. So that, the temperature profile is more decreased. The decreasing of temperature also causes the velocity profile more decreased. Meanwhile, Figure 4 and Figure 5 show that the more increased angle of inclination and mixed convection parameter are, the more increased velocity profile is.

In Figure 6 and Figure 7, the solid line represents the presence of mixed convection flow ($\lambda = 1.5$) and the dashed line represents the absence of mixed convection flow ($\lambda = 0$). Based on those two conditions, the velocity and temperature profiles are same for both (mixed and non-mixed convection flow), which means that the more increased different values of Prandtl number ($P_r$) are, the more decreased velocity and temperature profiles are and the more increased different values of angle of inclination ($\alpha$) and mixed convection parameter ($\lambda$) are, the more decreased velocity profiles are for both (mixed and non-mixed convection flow). Furthermore, the difference for those two conditions are that the velocity profile for the non-mixed case ($\lambda = 0$) is more sloping than the mixed convection flow case ($\lambda = 1.5$). It indicates that there is the external force in the mixed convection flow case ($\lambda = 1.5$), so the velocity of convection flow is higher than the non-mixed case ($\lambda = 0$).
4. Conclusions

Based on the numerical results, then this research can be concluded for the following correlation among the different values of Prandtl number ($P_r$), angle of inclination ($\alpha$), and mixed convection parameter ($\lambda$) with the velocity and temperature profile:

1. The more increased different values of Prandtl number ($P_r$) are, the more decreased velocity and temperature profiles are.
2. The more increased different values of angle of inclination ($\alpha$) and mixed convection parameter ($\lambda$) are, the more increased velocity profiles are.
3. The mixed convection flow case ($\lambda = 1.5$) is affected by the external force, so the velocity of convection flow is higher than the non-mixed case ($\lambda = 0$).
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