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ABSTRACT. The past threat of the COVID-19 pandemic has challenged policymakers to develop effective decision-
support systems. Reinforcement learning (RL), a branch of artificial intelligence, has emerged as a promising approach
to designing such systems. This systematic review analyzes 20 selected studies published between 2020 and 2024 that
apply RL as a decision-making tool for COVID-19 mitigation, focusing on environment models, algorithms, state repre-
sentation, action design, reward functions, and challenges. Our findings reveal that Q-learning is the most frequently
used algorithm, with most implementations relying on SEIR-based models and real-world COVID-19 epidemiological
data. Policy interventions, particularly lockdowns, are commonly modeled as actions, while reward functions are
health-oriented, economic, or hybrid, with an increasing trend toward multi-objective designs. Despite these advance-
ments, key limitations persist, including data uncertainty, computational complexity, ethical concerns, and the gap
between simulated performance and real-world feasibility. This review further identifies a research opportunity to in-
tegrate epidemic model formulations with explicit control inputs into RL frameworks, potentially enhancing learning
efficiency and bridging the gap between simulation and practice for future pandemic response systems.

This article is an open access article distributed under the terms and conditions of the Creative Commons
Attribution-NonComercial 4.0 International License. Editorial of [JBM: Department of Mathematics, Uni-
By _NC versitas Negeri Gorontalo, JIn. Prof. Dr. Ing. B. J. Habibie, Bone Bolango 96554, Indonesia.

1. Introduction

Coronavirus disease 2019 (COVID-19) is one of the most
significant global health crises in recent history, caused by the
novel coronavirus SARS-CoV-2. It has had an unprecedented
impact on global health, economies, and societies [1-3]. The
COVID-19 pandemic requires an urgent response that requires
the critical role of decisions by stakeholders. These decisions will
shape public health outcomes. Since its emergence in late 2019,
countries around the world have implemented various strategies
to reduce the spread of the virus. The rapid spread of COVID-
19 requires an urgent and comprehensive response. This makes
the COVID-19 pandemic an unprecedented challenge. It has re-
minded constituents around the world that government decision-
making can change their lives. Classic epidemiological models
and public health strategies have historically been central to in-
fectious disease management. However, the scale and complex-
ity of COVID-19 have highlighted the need for a more dynamic
and adaptive approach [4-6]. Inresponse to these challenges, ad-
vanced computational approaches such as Reinforcement Learn-
ing (RL) have emerged as promising tools for enhancing decision-
making processes and optimizing mitigation strategies [7, 8].

RL is a subfield of machine learning that deals with mak-
ing optimal sequential decisions to control a case. Its algorithms
learn over time to choose the best course of action based on feed-
back from their environment. RL-trained agents can dynamically

implement interventions based on current epidemic conditions
[9]. This method allows for continuous learning and adaptation
based on new data, making it particularly suitable for managing
the evolving nature of the COVID-19 pandemic. By leveraging
RL, policymakers and health authorities cannot only manage but
also optimize interventions. An agent can be trained to take ac-
tions based on different available interventions and epidemic sit-
uations. This approach can help identify optimal policies that
minimize infections, hospitalizations, and deaths while consid-
ering the constraints and trade-offs faced by decision-makers.

The emergence of several papers on the application of RL
in suppressing the pandemic reflects that RL is quite flexible in
handling various aspects of the pandemic response. Regarding
optimizing COVID-19 vaccine distribution strategies, research of
[10] and [11] show that RL can increase the efficiency and eq-
uity of vaccine rollout across the population. In addition, RL
methods can also be used to diagnose COVID-19 cases and pre-
dict patient outcomes [12]|. This systematic review is designed
to comprehensively analyze the current research on applying RL-
based decision-support systems for COVID-19 mitigation strate-
gies. While previous review papers have explored the application
of RL in various domains, there remains a significant gap in un-
derstanding how RL has been used as a decision-support mech-
anism during pandemic scenarios. In particular, the COVID-19
crisis presents a unique context where rapid, data-driven deci-
sions are critical. RL has emerged as a promising tool for dy-
namically adapting policies in response to evolving public health
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conditions. This paper aims to fill this gap by offering a focused
and systematic review of RL-based decision support systems de-
veloped explicitly in COVID-19. We investigate how each study
framed its decision-making process through the lens of the envi-
ronment, algorithm, state representation, action space, and re-
ward design. Although COVID-19 is no longer an active global
emergency, the wealth of research produced during this period
provides valuable insights for future public health crises. The in-
sights gained from this systematic review equip decision-makers
to better handle similar outbreaks in the future.

2. Related Works

In recent years, RL has attracted significant attention from
researchers. The rise of research on the use of RL can be seen
from the many systematic reviews of RL in various application do-
mains. Hamadani et al. [13] presents a comprehensive review of
RL techniques for healthcare and robotics, emphasizing algorith-
mic comparisons and use cases such as cell growth and robotic
manipulation. Similarly, Lin et al. [14] focused on the field of
Evolutionary Reinforcement Learning (EvoRL) by highlighting its
potential to overcome limitations of RL, such as sensitivity to hy-
perparameters. Tejedor et al. [15] provides a review in a more
specific context, namely RL for blood glucose control in diabetic
patients. This study explores the role of RL in insulin infusion
systems. Zhao et al. [16] examine RL in the prevention and con-
trol of noncommunicable diseases with an emphasis on clinical
implementation challenges, such as interpretability, training ef-
ficiency, and safety. Martins et al. [17] review RL applications
in industrial combinatorial optimization, characterizing RL agent
designs in terms of state space, action mapping, and reward gen-
eration. Tang et al. [18] explore RL-based methods for improving
knowledge graph reasoning.

While these reviews provide critical overviews of RL devel-
opments, none specifically address the use of RL in decision sup-
port systems during public health emergencies, particularly dur-
ing the COVID-19 pandemic. Furthermore, few reviews adopt a
unified analytical framework to compare RL formulations through
the lenses of state representation, action modeling, and reward
design. In contrast, this review focuses on RL-based decision sup-
port systems in response to COVID-19. We systematically classify
existing studies according to their state-action-reward structure.
This targeted approach provides valuable insights for developing
decision-support tools in future public health crises.

3. Reinforcement Learning Based Decision-Support System

Reinforcement Learning (RL) is an approach where an agent
interacts with an environment composed of various states. RL in-
volves agents learning through trial and error, receiving feedback
in the form of rewards or penalties based on the actions [19]. The
agent’s role is not to guide but to learn from its actions, accept-
ing punishment for wrong actions and rewards for right actions
[20]. The RL method aims to overcome learning and decision-
making problems faced in everyday life [21]. At any given time ¢,
the agent observes its current state s; € S, where S represents
the set of all possible states of the environment. Based on this
observation, the agent selects and performs an action a; € A,
where A denotes the set of available actions in state s;. In re-
sponse to the agent’s action, the environment returns feedback
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in the form of a reward r;; € R, which is received at the subse-
quent time ¢+ 1. Here, R denotes the set of all possible rewards
the agent can obtain by performing different actions and visiting
various states.

Environment «——

Siate

Action
Reward

L
— Agent

Figure 1. Reinforcement learning framework

As depicted in Figure 1, in state s;, the agent will choose
any action a;, then the agent receives feedback reward 7.
Next, in state s;;1, the agent chooses action a; 1, and gets new
feedback. The agent interacts with its environment to maximize
the cumulative rewards it receives over time. The agent under-
stands aspects of the environmental state and chooses appropri-
ate actions. In this case, the agent’s main goal is to maximize the
cumulative rewards obtained. If G, is defined as some specific
function of the reward sequence, and the sequence of rewards
received after time step ¢ is denoted ryy1, 7449, - -, then the re-
turn Gy is the sum of the rewards:

Gy =141 + 742 +reg3 + -+ 7. (1)

where T is a final time step. The time of termination, 7", is a ran-
dom variable that normally varies from episode to episode. On
the other hand, in many cases the agent—environment interaction
does not break naturally into identifiable episodes, but goes on
continually without limit. For example, this would be the natu-
ral way to formulate an on-going epidemic process-control task.
We call these continuing tasks. The return formulation eq. (1)
is problematic for continuing tasks because the final time step
would be T = oo, and the return, which is what we are trying to
maximize, could itself easily be infinite. The additional concept
that we need is that of discounting. According to this approach,
the agent tries to select actions so that the sum of the discounted
rewards it receives over the future is maximized. In particular, it
chooses a; to maximize the expected discounted return:

oo
2 3 k
Gi=ris1 + 2 + Vs + Ve + o= > Ve,
k=0

where v € [0, 1] is the discount rate. The primary goal of the
agent in RL is to maximize the cumulative rewards received over
a certain period. Through repeated interactions with the environ-
ment, the collected rewards enable the agent to develop a pol-
icy, which guides optimal action selection under different circum-
stances to maximize rewards. This policy is denoted by 7, repre-
senting the probability of taking a particular action a; = a given
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a specific state s; = s, mathematically expressed as 7;(als). For-
mally, a policy is a mapping from states to probabilities of select-
ing each possible action [9].

In the context of decision support systems (DSS), RL pro-
vides a data-driven approach for optimizing sequential deci-
sions under uncertainty. A decision support system powered by
RL leverages the agent—environment interaction to improve its
decision-making capability over time. The agent selects actions
a; € A based on the current state s; € S to maximize the ex-
pected return G;, which is defined as the discounted sum of fu-
ture rewards. These rewards r¢41,7¢42,... € R reflect the ef-
fectiveness of actions in achieving the system’s goals—such as
minimizing infection rates or optimizing resource allocation dur-
ing a pandemic. The learned decision policy 7(a|s) maps states
to probabilities of actions and serves as the core of the DSS, en-
abling the system to recommend or automate optimal decisions.
The value function v, (s), representing the expected return when
starting from state s and following policy 7, helps evaluate the
long-term benefit of a particular situation. We can define v, (s)
formally by [9]:

v (8) = Ex[Gylsy = 5] = Ex lZVkrt+k+1|3t = S] ,Vs €8,
k=0

where E.[] denotes the expected value of a random variable
given that the agent follows policy 7, and ¢ is any time step. Sim-
ilarly, the action-value function ¢, (s, a) estimates the expected
return of taking action « in state s, and thereafter following pol-
icy 7 [9]:

4 (5) = Ex[Gils; = s,a; = a,

o0
k
=E, E Yiripkrilse = s,a0 = a
k=0

Together, these components allow an RL-based DSS to contin-
uously adapt and learn from its environment, making it highly
suitable for dynamic domains like healthcare decision-making in
response to COVID-19.

4. Methodology

This study adopts the Systematic Literature Review (SLR)
methodology to investigate the application of RL in decision sup-
port systems for COVID-19 mitigation. A systematic review pro-
vides a structured, transparent, reproducible approach to iden-
tify, evaluate, and synthesize existing literature to answer a spe-
cific research question [22].

4.1. Search strateg

The scope of this review focuses on the use of RL as a
decision-making framework in COVID-19 pandemic response sce-
narios. A literature search was conducted in seven major aca-
demic databases: ScienceDirect, Springer Link, Taylor and Francis
Online, Nature Research, Sage, ACM, and PLOS One. The publica-
tion period was limited to studies published from 2019 to 2024,
which aligns with the timeline of the COVID-19 pandemic. The
following keywords and their combinations were used to search:
“reinforcement learning”, “decision-support system”, “COVID-
19”7, “pandemic”, and “mitigation strategies”. Boolean operators

| Jambura J. Biomath

(AND, OR) were used to construct the search query, for exam-
ple ("reinforcement learning” AND "COVID-19”) AND ("decision
support” OR "policy”). Duplicates were removed manually. The
search and screening process used Mendeley Reference Manager
to manage references.

4.2. Selection and review process

QOnline Digital
Database/Repository

eer-reviewed
journal/proceeding/
book

fes

Written in English

‘fes

Published between
2019 and 2024

Yes

Studies proposing,
implementing, or evaluafing
DSS of COVID-19

fes

¥

Include

Figure 2. Inclusion and exclusion criteria

The selection process followed three main stages: (1) initial
screening based on title and abstract; (2) full-text evaluation for
relevance; and (3) data extraction and classification. To ensure
objectivity and consistency, the inclusion criteria were applied
systematically as illustrated in Figure 2.

1. Peer-reviewed journal articles, conference proceedings, or
book chapters.

2. Written in English.

. Published between 2019 and 2024.

4. Studies applying RL to COVID-19 decision support systems
(DSS), including proposals, implementations, or evaluations
of such systems.

As shown in Figure 2, studies were first screened based on
source type, language, and publication year. The final and most
critical criterion was the explicit focus on applying RL in develop-
ing or evaluating decision support systems related to COVID-19.
Studies that failed to meet these four criteria were excluded from
the review. In other words, studies published outside the speci-
fied time frame, not peer-reviewed, not written in English, theo-
retical studies without implementation or evaluation, and studies
without a decision support component will be excluded from the
review process.

w
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| Springer Link m ACM Digital Library

| Science Direct m Sage
m Nature Research
mPLOS

m Not Indexed

m Taylor & Francis Online
mAIMS

Figure 3. Distribution of selected articles

A total of 20 papers published between 2020 and 2024
were included in the final review. The number of studies included
in the final review was limited, reflecting the topic’s specificity.
Most of the selected studies came from reputable academic pub-
lishers to ensure the credibility and quality of the reviewed pa-
pers. The distribution of publication sources is as follows:

1. Springer Link — 5 papers

ScienceDirect — 4 papers
ACM Digital Library — 4 papers
Taylor & Francis Online — 1 paper

Nature Research — 1 paper

Other Academic Publishers (SAGE, AIMS, PLOS) — 4 papers
Not Indexed — 1 paper

As shown in Figure 3, the selected studies were distributed
across various reputable digital repositories. The majority of arti-
cles were sourced from Springer Link (25%), Science Direct (20%),
and the ACM Digital Library (20%), followed closely by Sage (10%).
Other databases, including Nature Research, Taylor & Francis On-
line, PLOS, AIMS, and non-indexed sources, each contributed 5%
to the total. This distribution reflects the wide range of scholarly
platforms that have published studies on reinforcement learning
in COVID-19-related decision support systems.

NoOU kWD

4.3. Data categorization

The reviewed studies are analyzed based on five key as-
pects that define the structure of RL-based decision support sys-
tems for COVID-19 mitigation, namely (1) environment model, (2)
RL algorithm, (3) state representation, (4) action space, and (5) re-
ward function. In addition to these five aspects, challenges and
limitations reported in the literature are discussed to provide a
more comprehensive picture.

1. The environment model is a simulation framework in which
the RL agent operates. It simulates the complexity of the
real world and provides the basis for state transitions and
reward signals.

| Jambura J. Biomath

2. The RL algorithms referred to in this section are the ap-
proaches used in the studies. The algorithms used in one
study and another may differ, usually depending on the ac-
tion space (discrete or continuous) and the complexity of
the simulation environment.

3. State representations describe how agents perceive the en-
vironment. Common state variables include epidemiological
indicators (e.g., infected, cured, deceased), health care sys-
tem capacity, reproduction rate (Ry), and economic factors
such as GDP. These features often come from the underlying
environmental model.

4. The action space defines the set of interventions available
to an agent. Commonly modeled actions include non-
pharmaceutical interventions (e.g., lockdowns, social dis-
tancing, testing) and pharmaceutical interventions (e.g., vac-
cination and treatment). These actions can be discrete or
continuous.

5. Reward functions measure the objective to be optimized
while assessing how good actions perform at a given state.
Rewards during a pandemic are typically designed to punish
high infection or death rates, healthcare overload, or eco-
nomic losses while incentivizing low-cost interventions.

5. Results and Discussion

Research on RL for pandemic control has seen rapid growth,
driven by the urgent need for adaptive and data-driven strate-
gies to support timely and effective policymaking. The chal-
lenges posed by the COVID-19 pandemic have highlighted the
importance of intelligent systems that can respond dynamically
to evolving conditions and uncertainties. This study presents a
systematic review of RL-based frameworks to support decision-
making during the COVID-19 pandemic. In the following section,
we summarize the findings from the reviewed literature by ana-
lyzing the fundamental components of RL-based decision support
systems. In addition, we present the challenges and limitations
of the reviewed studies. The results and discussion of the review
are organized into six core aspects: environment models, RL al-
gorithms, state representations, action spaces, reward functions,
and challenges and limitations. Each subsection will discuss its
respective components and synthesize the findings from selected
studies to reveal trends, strategies, and research opportunities in
the COVID-19 pandemic DSS literature with RL.

5.1.  Environment models

This section will summarize the environmental models
used by the studies reviewed in this paper. Table 1 presents
not only the environmental models used but also the software
or framework and data used in each study.

Based on Table 1, most of the studies used continuous epi-
demiological models, specifically variations of the SIR (Suscepti-
ble Infectious Recovered) and SEIR (Susceptible Exposed Infec-
tious Recovered) frameworks. Some modified these standard
epidemiological models, such as SEIRD by adding a mortality
(D) compartment [30, 38, 42], SQEIR by adding a quarantine (Q)
compartment [40], and specialized variants such as SIDARTHE
(Susceptible Infected Diagnosed Ailing Recognized Threatened
Healed Extinct) [25]. Some studies used additional compart-
ments to define the infected state into presymptomatic and
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Table 1. Environment Models

Ref.  Environment Models  Software/Framework Data Used

[23]  Modified SEIR Matlab COVID-19 data (Qatar)

[24]  SEIR Python COVID-19 data (New York)

[25]  Modified SIR Python COVID-19 data (Moroccan)

[26]  Modified SEIR Python COVID-19 data (New York)

[27]  SEIR Python Not explicitly mentioned

[28]  SIR Python Not explicitly mentioned

[29]  Modified SEIR Not explicitly mentioned =~ COVID-19 data (New Jersey)

[30]  SEIRD Python Not explicitly mentioned

[31]  SIRD Python COVID-19 data (global)

[32]  Modified SEIR Not explicitly mentioned =~ COVID-19 data (Changchun, Shanghai)
[33] SIR Not explicitly mentioned =~ COVID-19 data (China)

[34] SIR Not explicitly mentioned =~ COVID-19 data (New York)

[35] SEIR Python COVID-19 data (United States, Beijing)
[36]  Modified SIR Python Not explicitly mentioned

[37]  Modified SEIR

[38]  Modified SEIRD
[39]  Agent-based model
[40]  Modified SEIR

[41]  Modified SEIR

[42]  SEIRD Python

Not explicitly mentioned
Not explicitly mentioned
Not explicitly mentioned
Not explicitly mentioned
Not explicitly mentioned

COVID-19 data (Austin, Texas)
COVID-19 data (United States)
Not explicitly mentioned

Not explicitly mentioned

Not explicitly mentioned
COVID-19 data (Utah)

asymptomatic, then divide presymptomatic into mild, severe,
hospital, and ICU categories [29, 41]. These models were mainly
chosen due to their effectiveness in representing disease trans-
mission dynamics at the population level and their computational
efficiency. Specifically, modified versions of the SEIR model were
employed in 40% of the reviewed studies, while the standard SEIR
model appeared in 15%. SIR-based models, including standard
and modified variants, accounted for 25% of the studies, followed
by SEIRD and SIRD models. A small portion (5%) adopted a mod-
ified SEIRD model, and only one study (5%) explored an agent-
based modeling approach. This distribution indicates that re-
searchers primarily rely on epidemiological compartment models
due to their mathematical tractability and ability to capture key
disease dynamics.

Regarding the software or computational framework used
to implement these environmental models, Python emerged as
the most frequently used programming language. It appeared
in 50% of the studies. Its popularity is due to its reasonably di-
verse scientific libraries and its ability to integrate with RL, such
as TensorFlow, PyTorch, and OpenAl Gym. Python is the most
frequently used software or framework due to its accessibility,
extensive libraries, and flexibility in simulation tasks. Some con-
struct systems related to COVID-19 pandemic simulations, such
as PandemicSimulator [37]. The remaining studies either did not
explicitly specify the software used (45%) or mentioned tools such
as Matlab (5%). These findings highlight the trend towards using
open source and flexible platforms, particularly Python, to build
and train RL-based decision support systems in pandemic DSS.

Regarding the data sources used in the simulations, most
studies used COVID-19 epidemiological data from various loca-
tions, such as New York, Qatar, Morocco, Austin (Texas), and
China, and others. Some studies did not explicitly mention their
data sources that may indicate the use of synthetic or hypothet-
ical datasets. In addition, one study uses an agent-based model,
which emphasizes detailed individual-level interactions but does
not explicitly specify its data sources.

These findings highlight a strong preference among re-
searchers for continuous SEIR-based models and real-world epi-

| Jambura J. Biomath

demiological data despite increasing exploration of alternative
modeling approaches and data scenarios to effectively address
the complex nature of the COVID-19 pandemic. In addition,
Python is the most commonly used programming language due
to its flexibility, availability of scientific libraries, and ease of in-
tegration with RL frameworks.

5.2. Reinforcement learning algorithms

The choice of RL algorithm usually depends on the environ-
ment model’s complexity or the state-action space’s dimension-
ality. This section discusses the various types of RL algorithms
adopted in the reviewed studies as summarized in Table 2. The
reviewed studies employed a range of RL algorithms that can be
broadly grouped into four classes, each reflecting different ca-
pabilities and complexities in addressing epidemic control prob-
lems. This classification underlines the evolution from simple
tabular methods to more complex multi-objective frameworks.
This evolution indicates increased adaptability, scalability, and
realism in simulated epidemic environments.

Table 2. Reinforcement Learning Algorithms

Ref. RL Algorithm
[23],[24],(28],(30],[37]  Q-Learning
[29],33],[34],35],142] DQN
[26],[27] DDQN
[25],[32] PPO

[40] DDPG

(31] D3QN

38] MARAAC
[41] PCN

[36] PPO and SAC
[39] Q-learning, SARSA, DQN, and DDPG

a) Tabular Methods

Q-learning is the most commonly used algorithm, appear-
ing in six studies as the primary approach or in combination with
others (30% of the total). This includes classic tabular applications
as well as comparative baselines. This algorithm was employed
by studies such as [23], [24], [28], [30], and [37], which typically
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Table 3. State Space Parameters

Ref.  State Space Parameters

Category

[23]  Active cases

[24]  Susceptible, exposed, infected, recovered, death
[25]  Transmission rate, identification rate, death rate, reinfection rate

[26]  Active cases

[27]  Active cases, infected, recovered, deaths, reproduction rate, GDP

[28]  Active cases

[29]  Susceptible, vaccinated, infected, hospitalized, recovered, death
[30]  Susceptible, exposed, infected, recovered, death
[31]  Active cases, recovery, deaths, acceleration rate, GDP

[32]  Susceptible, exposed, infected, recovered
[33]  Active cases, annual GDP
[34]  Active cases, economic score, social rate

[35]  Susceptible, exposed, infected, ascertained, removed

[36]  Susceptible, infected, recovered, vaccinated
[37]  Test results, hospitalizations

[38]  Susceptible, exposed, asymptomatic, infected, recovered, death

[39]  Discrete time steps (months)

[40]  Susceptible, quarantined, exposed, infected, recovered
[41]  Susceptible, exposed, infected, recovered, death
[42]  Susceptible, exposed, infected, recovered, death

Epidemiological states
Epidemiological states
Latent or derived variables
Epidemiological states
Economic and epidemiological
Epidemiological states
Epidemiological states
Epidemiological states
Economic and epidemiological
Epidemiological states
Economic and epidemiological
Economic and epidemiological
Epidemiological states
Epidemiological states
Epidemiological states
Epidemiological states
Temporal abstraction
Epidemiological states
Epidemiological states
Epidemiological states

model epidemic environments using compartmental approaches
with a manageable number of states. [39] also incorporated Q-
learning in their comparative experiments alongside other algo-
rithms.

b) Deep Reinforcement Learning

The second group consists of value-based deep RL ap-
proaches, particularly those based on the Deep Q-Network (DQN)
family. DQN and its variants also appear prominently, with DQN
used in five studies (25%), Double DQN (DDQN) in two studies
(10%), and Dueling Double DQN (D3QN) in one study (5%). These
methods represent the transition from tabular to deep value-
based approaches, enabling RL to scale to more complex epi-
demic environments. These methods use neural networks to
approximate value functions and can handle larger state spaces.
DQN and its variants, including DDQN and D3QN, were utilized
by studies such as [29], [33], [34], [35], and [42]. Enhancements
like DDQN and D3QN were specifically chosen to address overes-
timation bias and improve learning stability, as seen in [26], [27],
and [31]. In addition, [39] also explored DQN-based methods in
their frameworks.

¢) Policy Gradient Methods

The policy gradient methods group directly optimizes the
policy instead of estimating the value function. These methods
are used in studies with continuous action spaces. Policy gradi-
ent methods such as Proximal Policy Optimization (PPO) and Soft
Actor-Critic (SAC) are employed in three studies (15%), demon-
strating the growing interest in algorithms that support contin-
uous action spaces. One study uses a Deep Deterministic Policy
Gradient (DDPG), which combines actor-critic architecture with
deterministic policies. PPO was employed by [25], [32], and [36],
with the latter also integrating the SAC to enhance exploration.
Meanwhile, DDPG, known for its suitability in deterministic con-
tinuous control tasks, was used by [40] and also considered in the
comparative analysis in [39].
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d) Multi-Objective and Hybrid RL Methods

The final category emerged in the form of multi-objective
and hybrid RL methods, reflecting a shift towards more variable
decision-making. In addition, two studies (10%) using methods
in this category explored more specialized frameworks. The
Multi-Agent Regularized Actor-Critic (MARAAC) applied by [38]
to handle decentralized decision-making, while [41] leverages
Pareto Conditioned Networks (PCN) to address multi-objective
optimization in epidemic control. These methods balance mul-
tiple, potentially conflicting, objectives such as health outcomes
and socio-economic impacts.

Overall, the reviewed studies show a diverse application of
RL algorithms. This diversity of algorithm choices indicates the
adaptability of RL in addressing the diverse challenges of COVID-
19 decision support systems. Among all algorithms, Q-learning
is the most frequently adopted method, appearing in about 30%
of the reviewed studies.

5.3. State Space Representation

The design of the state space directly affects the agent’s
ability to perceive and respond to the environment. Various pa-
rameters representing the pandemic conditions have been used
to define the state space, as shown in Table 3. Table 3 presents
the state space parameters used across the reviewed studies and
provides a comprehensive view of how the environment is struc-
tured in RL-based decision support systems for epidemic control.
The state space defines a set of observable variables the agent
perceives from the environment at each decision point. These
variables are important because they serve as the information
base from which the agent selects actions to optimize long-term
outcomes.

Table 3 shows that most reviewed studies (14 out of 20, or
70%) represented the environment using epidemiological states.
This reflects the reliance on compartmental models to capture
disease dynamics in RL-based decision-making frameworks. This
category is the most commonly used among the reviewed stud-
ies. It includes classical compartmental model variables such as
susceptible (S), exposed (E), infected (I), recovered (R), and de-
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Table 4. Action Space Parameters

Ref.  Action Description Intervention(s)

[23]  Discrete action set Lockdown, travel restriction, hygiene habits, health-care treatment

[24]  Multi-level lockdown actions Lockdown

(25]  Multiple interventions Lockdown, trav.el rgstriction, social distancing, mask-wearing, testing,
treatment, vaccination

[26]  Binary policy actions Lockdown

[27]  Multi-level lockdown actions Lockdown

28]  Percentage-based action levels  School closure, hybrid learning

[29]  Multiple interventions Testing, Contact Tracing, Quarantine, school closure

[30]  Binary policy actions Lockdown

[31]  Multi-level lockdown actions Lockdown

[32]  Percentage-based action levels  Lockdown, temporary medical resources

[33]  Multi-level lockdown actions Lockdown

[34]  Binary policy actions Lockdown

[35]  Multiple interventions Mask-wearing, isolation, school closures, work from home, lockdown

[36]  Percentage-based action levels ~ Mask-wearing, vaccination, school closure, work from home

[37]  Discrete action set Not explicitly mentioned

[38]  Multi-level lockdown actions Lockdown

[39]  Multiple interventions Testing, sanitization, lockdown

[40]  Multiple interventions Quarantine, vaccination, and treatment

[41]  Multiple interventions Social contact reduction

[42]  Percentage-based action levels  Lockdown
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ceased (D), as seen in the SEIR or SEIRD formulations. Studies by
[23], [24], [29], [35], and |42] used these states to represent epi-
demic dynamics. In addition to these classical variables, some
studies incorporated epidemiological observations such as hos-
pitalizations and testing outcomes as part of the state space. For
example, [37] models the state using hospitalizations and test re-
sults, allowing agents to respond directly to indicators of disease
severity. This representation allows RL agents to make decisions
based on the internal evolution and impact of the disease ob-
served in the population.

There are 15% studies (4 of 20) adopted mixed economic
and epidemiological indicators. These studies aimed to balance
health-related and socioeconomic outcomes. Some studies ex-
panded the country’s representation by incorporating socioeco-
nomic indicators variables. For example, [31], [33], and [34] in-
cluded data on GDP, economic impact, or public policy indica-
tors such as lockdown stringency or quality of life metrics. These
features allow RL models to optimize trade-offs between public
health interventions and their societal consequences.

Only one study (5%) used latent or derived variables, such
as transmission and identification rates, which are often inferred
rather than directly observed [25]. Another study (5%) used tem-
poral abstraction, defining states based on discrete time intervals
rather than epidemiological indicators [39]. A subset of stud-
ies includes latent parameters or estimations derived from the
underlying epidemic model, such as transmission rates, identi-
fication rates, or detection probabilities. For example, [25] and
[27] incorporate these inferred parameters to capture dynamic
aspects of disease spread, which may not be directly observable.

This distribution highlights that most RL-based epidemic
models rely on classical epidemiological constructs. Meanwhile,
growing interest is in integrating economic and social consider-
ations to support more holistic decision-making. Some studies
adopt classical epidemiological variables derived from compart-
mental models, such as SEIR or SEIRD, while others include ob-
servational indicators, such as active cases, hospitalizations, or
test results. Some studies incorporate economic variables, la-
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tent parameters (e.g., transmission or identification rates), or ab-
stract temporal representations such as discrete time steps. This
diversity in state design reflects the different modeling priorities
adopted by researchers.

In the context of COVID-19 mitigation, state space encom-
passes many factors that describe the current pandemic status
and relevant societal conditions. These factors include the num-
ber of active cases, recovered cases, deaths, hospital bed avail-
ability, health service capacity, vaccination status, reproduction
rate, human mobility, economic activity, and more. Each state in
the state space incorporates these factors at a given time, pro-
viding a holistic picture of the pandemic.

5.4. Action Space

The action space in RL consists of all possible actions that
the agent (policymakers) can take to influence the system. In the
first step, researchers investigate a range of realistic possible ac-
tions. For COVID-19 mitigation, the action space includes various
interventions to control the spread of the virus. Each action in
the action space represents a decision or policy that can alter the
course of the pandemic by affecting the state space variables. RL
does not judge which action is the best but determines which
action is appropriate for a particular state. RL helps determine
which action is optimal to use in a state in order to reduce COVID-
19 cases. Various action parameters taken by policymakers to
manage COVID-19 cases were considered from several reviewed
study results, as shown in Table 4.

Table 4 summarizes the action space used in the reviewed
studies. Based on the review, actions consist of implementing
lockdowns, mandating masks in public spaces, enforcing social
distancing measures, setting up quarantine zones, allocating ad-
ditional resources to hospitals, recruiting and deploying health-
care workers, expanding testing and contact tracing efforts, ac-
celerating vaccination, school and workplace closure, and others.
Each study defines its own action set, reflecting the available in-
terventions to control the spread of COVID-19. These actions
may vary in form and complexity, ranging from simple binary de-
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cisions to multi-dimensional intervention combinations.

The reviewed studies show a variety of approaches in defin-
ing the action space for RL-based decision support systems in
COVID-19 mitigation. As summarized in Table 4, the most com-
mon category is multiple interventions, which account for 30% (6
of 20) of the studies. This category reflects that agents consider
multiple control measures simultaneously, such as lockdowns,
mask-wearing, testing, vaccination, and healthcare. Following
this, multilevel lockdown measures appear in 25% (5 of 20) of the
studies, indicating a focus on varying levels of mobility restric-
tions. Percentage-based action levels account for 20% (4 of 20)
of the studies, offering a more granular representation of inter-
vention intensity. Binary policy actions, which represent simple
yes/no decisions (e.g., implementing or not implementing a lock-
down), account for 15% (3 of 20) of the reviewed papers. Finally,
discrete action sets, which typically include a predefined set of in-
tervention options, are observed in 10% (2 of 20) of the studies.

This variety in action representations highlights the adapt-
ability of RL frameworks in capturing real-world decision com-
plexities. Even when the same intervention type (such as lock-
down) is applied, it can be encoded as binary, multi-level, or
percentage-based actions, depending on the design choices and
policy goals of the study. In particular, the multiple interven-
tion category emerged as the most frequently adopted approach.
This reflects the growing recognition of the complex nature of
pandemic control, whereby a combination of measures, such as
lockdowns, mask use, testing, vaccination, and strengthening of
healthcare systems, is needed to effectively mitigate the spread
of COVID-19. Overall, the diverse action space underscores the
importance of flexibility and comprehensiveness in designing RL-
based decision-support systems for pandemic response.

5.5. Reward Functions

The reward function is the heart of RL systems, shaping
how agents evaluate and improve their actions over time. The
reward function is an essential element for successful RL design.
Therefore, experts are free to define the reward function based
on the goal they want to achieve. For the same reason, several re-
viewed studies have produced various types of reward functions
based on the goal they want to achieve, as shown in Table 5.

Table 5 summarizes the reward functions used in 20 stud-
ies that applied RL as a decision support system in COVID-19.
The reward function is crucial for the algorithm’s optimal perfor-
mance. It is a critical component that guides the learning process
by providing feedback to the agent about the desirability of ac-
tions. The success of an RL method as a decision support system
depends on how well the reward function represents the goals
of the application designer and how well it assesses progress in
achieving those goals [9, 15]. The design of the reward function
plays a critical role in guiding the RL agent to learn the optimal
policy that balances public health objectives and socioeconomic
constraints. For the case of COVID-19 mitigation, the reward
function needs to encapsulate the objectives of minimizing the
negative impacts of the pandemic while balancing another im-
portant economic factor. Researchers freely define the reward
function, so in this review study, we found various reward func-
tions that vary greatly, as shown in Table 5.
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In the context of COVID-19 decision support systems, re-
ward design reflects the balance between epidemic control and
socioeconomics. Table 5 presents the various reward functions
used in the reviewed studies. They are categorized into three
thematic groups: health-oriented, economy (or cost)-oriented,
and hybrid. This classification highlights the different priorities
across RL-based DSS models, underlining the importance of re-
ward design in aligning agent behavior with public health goals
and policy objectives. Furthermore, it shows that the choice of
evaluation criteria is closely related to how the reward function
is formulated, i.e., whether it focuses on infection suppression,
economic sustainability, or intervention efficiency. Furthermore,
Table 6 will briefly present this discussion.

a) Health-Oriented Rewards

These reward functions prioritize public health goals by
minimizing infection rates, reducing mortality, and maintaining
healthcare system stability. For example, [26] imposes a penalty
when ICU occupancy exceeds a critical threshold, incentivizing
agents to keep hospitalization rates manageable. Similarly, [37]
and [38] impose penalties on scenarios where the number of criti-
cally ill patients exceeds hospital capacity. Infection-related met-
rics are central to studies such as [24] and [41], which incorporate
hospital congestion probabilities and explicitly target reductions
in infection and hospitalization rates. Across these studies, eval-
uation criteria typically include total infections, ICU burden, and
mortality, focusing on health system outcomes.

b) Economy (or Cost)-Oriented Rewards

This category focuses on minimizing the economic impact
of interventions or maintaining economic activity during the pan-
demic. For example, [30] penalizes resource use and policy en-
forcement costs. In addition, [33] formulates rewards on GDP
outcomes that link policy choices to economic performance.
Meanwhile, [36] integrates economic sustainability by penalizing
productivity losses or excessive costs associated with interven-
tions. The evaluation metrics in these studies focus on minimiz-
ing intervention costs and maximizing utility from an economic
perspective.

¢) Hybrid Rewards

Hybrid reward functions represent the majority approach
in the reviewed studies, reflecting an attempt to balance health
outcomes with economic considerations. For example, [23] inte-
grates hospital capacity management, infection control, and in-
tervention costs into a unified reward structure. A comprehen-
sive formulation that considers quality of life, virus transmission,
economic indicators, and resource consumption is considered in
[39]. Studies such as [25], [27], 28], [29], [32], [34], [35], and [42]
also use multifactorial reward designs to capture the complex
interactions between public health goals and socioeconomic im-
pacts. Evaluation criteria in this category often include compos-
ite indicators, such as cost-effectiveness per infection averted,
healthcare burden indices, or policy efficiency metrics, which
align with real-world decision-making’s complexity.

Analyzing reward functions in RL-based decision support
systems for COVID-19 highlights a strong trend toward hybrid ap-
proaches that balance health and economic objectives. In partic-
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Table 5. Reward Functions

Ref.  Reward Function

Notation and Description

[23] =1ry+17re+ 5wr3

ﬁ
I

r1 : hospital capacity;
ro : the difference of I(¢) and the desired value;
r3 : action cost; By, : cost of interventions;

4] 7= .

maz(]K)e*Pqucuc

<

k € K: contact index;
Pqueue: the probability of hospital queue.

=h+e,ifh,e>0

(25] = 0, otherwise

h (health score): public health performance;
e (economic score): the budget to invest in an action

=0,if ICUcrror < margin

2Ol G [ICU o), if ICUerror > margin

ICUecrror = ICUquctual — ICUthreshold

127] =e™AtE, —nDy

E: current economy; Ay: active cases; Dy: death.

S 33 %= o3

28] r=a>T7 A-(1-a)>T I

A: allowed students; I: infected students; a € [0, 1].

[29] r=AEt —pul — pD +7(S+ V1 + V2)

S: susceptible; I: infected; D: death;
V;: people with i-th vaccinated; E+: economic score.

[30] 7 = —cost

The negative of the costs associated with
implementing the interventions in action a
(lower the cost, higher the reward).

[B1] r=rc40.5r"7 +0.5r°"

crc: infection cases; crd: death cases; crr: recovery cases.

32] r=(01—-w)ry +wre

r1,: health score; r.: economic score;
w: parameter weights to balance the significance
of public health and economic losses.

B3 r=33,Cilla=j)5k

C1 = 0; Gy: gross domestic product (GDP);
Cj~N (#j,of.) for j € {2, 3}.

E x]
r= aoE—; —a15F — azd(a)

34
(34] Eo—0

E: economic, freedom, and happiness level;
XtI: infected person; M: total population.

35] r= 23:1 (erp, —re)

rh: health score; r¢: economic score;
€ - the trade-off weight to coordinate r;, and rc.

36] r

—cost

The negative of the costs associated with
implementing the interventions in the action a
(lower the cost, higher the reward).

stageP

] i
max stagej

[37]  r =a max (M,O) +0b

C'max

n®: persons in critical condition;
C™3; maximum hospital capacity;
stage € [0, 4]: restriction stages;
a, b, p: weighting coefficients

c
[38] 7= amax <p M 0) + B8, wiLoc;

M

pC: persons in critical condition; M: hospital capacity;
Loc;: weight for area 4; w;: lockdown level at area i;
a, B: weighting coefficients.

39] r

w1 LQ + waEc — w3Sp — waRs

L@ (Living Quality): quality of life metric;
Ec (Economy): economic condition;

Sp (Spread): virus spread indicator;

Rs (Resources): resource usage;

w1, w2, w3, wy - weighting coefficients

[40] —(aS+bI+cur +duz + eus)

1
Il

S: susceptible; I: infected; u;(t): control inputs;
a, b, c,d, e: coefficients to balance infection and control.

Rarr = — (Zf:l Sk —
Rapm = — Y1, Hpews
Rsp =Y i 320, (C — C)ij[S;Si + R; Ri]

sz1 Sllc>;
[41]

R ARy attack rate (infections); R 4 ppr: new hospitalizations;
Rgp: social burden based on contact reduction;

Sk (s): susceptible individuals; Ry, (s): recovered individuals;
C, C': social contact before and after interventions;

H}*" (s): new hospitalizations.

[42]  Ra(z) = fa(a) = fn(lz,a) — 101 ACT

fa(a): monetary cost; fp, (I, 4): hospitalization cost;
n: objective term; 0: mortality rate;
I, a: number of infected; C'r: cost per mortality.

ular, hybrid reward functions were the most frequently adopted,
appearing in 50% of the studies reviewed. This design com-
bines public health priorities with economic considerations, of-
ten through weighted sums or composite metrics that combine
epidemiological indicators (such as infection rates and hospital
capacity utilization) with economic measures (such as interven-
tion costs and quality of life). Health-oriented rewards accounted
for 35% of the studies, primarily focusing on minimizing infec-
tions and mortality. Meanwhile, economic (or cost) in 15% of the
studies, oriented rewards prioritize minimizing policy costs and
maintaining economic activity. This distribution underscores the

| Jambura J. Biomath

recognition that practical policy recommendations require care-
ful consideration of public health outcomes and socioeconomic
impacts, ensuring that RL agents can support decision-making
processes in a balanced and contextually sensitive manner.

5.6. Challenges and Limitations

Although RL has shown potential in supporting decision-
making for pandemic mitigation, this review identifies several
challenges and limitations identified by the reviewed studies.
These limitations include data constraints, computational de-
mands, ethical issues, and practical gaps between simulation and
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Table 6. Thematic Classification of Reward Functions

Ref. Category
[24], [26], [31], [37], [38], [40], [41] Health-oriented
(30], [33], [36] Economy (or cost)-oriented

(23], [25], [27], [28], [29], [32], [34], [35], [39], [42]

Hybrid

real-world implementation.

a) Data Limitations

Many studies rely on uncertain, incomplete, or delayed epi-
demiological data. For example, [26] and [24] emphasize the dif-
ficulty in obtaining accurate and real-time data, which is critical
for effective RL training. [23] and [35] also highlight that RL mod-
els often assume ideal data availability, which is rarely the case in
real-world scenarios. This raises concerns about the robustness
and generalizability of RL policies trained on such data.

b) Computational Challenges

Several studies report the computational burden associ-
ated with complex epidemiological models and the iterative na-
ture of RL. [23] and [30] note that high model complexity can hin-
der scalability and responsiveness, especially in emergency con-
texts where timely decisions are critical. Even models designed
for efficiency, such as PaCAR [35], may still require significant re-
sources when scaled.

¢) Ethical and Policy Considerations

Ethical implications are often underexplored in RL-based
systems. While some studies, such as [24], address the trade-off
between health outcomes and economic impacts, there is lim-
ited attention to issues such as fairness, equity, and public accep-
tance of automated decisions. Additionally, [30] and [35] caution
that decisions derived from RL models should be carefully evalu-
ated by human experts before implementation, especially when
involving restrictive measures such as lockdowns.

d) Effectiveness vs. Real-World Implementation

Most studies have demonstrated the usefulness of RL as
a decision-support for COVID-19 systems in reducing infections
and minimizing costs in simulated environments. However, sig-
nificant differences between model assumptions and the com-
plexity of real-world problems mean that its practical implemen-
tation remains uncertain. For example, the policies developed in
the studies of [26] and [23] were successful in controlled simu-
lations but lacked validation in real public health settings. Sim-
ilarly, [35] and [30] highlighted that translating RL policies into
actionable strategies is constrained by unpredictable population
behavior and political constraints. These factors require moni-
toring and testing before RL-informed policies can be adopted.
Bridging this gap between theoretical performance and applied
feasibility remains a significant hurdle.

In summary, while RL offers a promising avenue for data-
driven policy design during the pandemic, addressing its limita-
tions is critical. Future research should focus on improving model
robustness under real-world data conditions, improving compu-
tational efficiency, incorporating ethical frameworks, and devel-
oping implementation strategies that bridge the gap between
simulation and practice.
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6. Conclusion

This systematic review provides a comprehensive overview
of RL applications in decision support systems for COVID-19
mitigation. Our findings reveal that most studies rely on SEIR-
based epidemiological models and real-world COVID-19 data,
with Python and widely adopted libraries such as TensorFlow and
OpenAl Gym as the dominant development platforms. Regarding
algorithm selection, Q-learning emerged as the most frequently
used method due to its simplicity and interpretability. The state
space generally incorporates infection-related indicators, while
action design largely centers on policy interventions such as lock-
downs or mobility restrictions. Reward functions exhibit a variety
of objectives, spanning health-oriented, economy-oriented, and
hybrid formulations. In particular, there is increasing attention to
multi-objective reward design to balance public health priorities
with socio-economic considerations.

In addition to summarizing methodological trends, the re-
view highlights the critical limitations of current RL-based ap-
proaches. Data quality and availability, computational demands,
and unexplored ethical dimensions remain significant challenges.
Furthermore, while RL has shown promising performance in
simulation environments, its application in real-world decision-
making is still limited, partly due to the discrepancy between
model assumptions and actual policy contexts.

These insights underscore the potential of RL to improve
pandemic response strategies while also pointing out areas
where further progress is needed. In light of this, our analysis
draws attention to a neglected opportunity. While most exist-
ing studies use continuous Ordinary Differential Equations (ODE)-
based epidemic models primarily as simulation environments,
they rarely integrate these dynamics directly into state represen-
tations with explicit control inputs. Future research should ex-
plore using discrete ODE formulations and embedding control
variables in the state space to better align with the RL structure
and improve learning efficiency. Such integration could drive a
more robust learning process for more effective and accountable
decision-support tools.
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