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ABSTRACT

The rise of advanced language models like GPT-3 and text generation has witnessed remarkable
progress. However, leveraging the vast amount of knowledge within these models to enhance
information retrieval performance remains an area that needs to be explored. This research used
Artificial Intelligence, specifically the OpenAI GPT-3 language model, to create an application to help
make written content. This research investigates the impact of incorporating GPT-3’s knowledge into
text generation processes and evaluates its influence on information retrieval tasks. Several features in
text generation generate text that requires exact information, such as specifications for a product and
accurate descriptions of a job or product, which are included in the concept of information retrieval in
text creation by language models. The research used the few-shot learning method in the GPT-3
language model. The generated responses are then evaluated using established information retrieval
metrics such as precision, recall, and F1-score. The findings of this research reveal the effectiveness of
utilizing GPT-3’s knowledge in enhancing information retrieval performance. The generated responses
demonstrate improved relevance to user queries, resulting in the same performance precision and recall
scores compared to other paid text generator websites. Application results are testing in capabilities of
retrieving some information. Application capabilities tested on other commercial text generator
engines. The test results obtained BERTscore 86% (precision), 88% (recall), and 87% (F1-Score).
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1. Introduction

Artificial intelligence (AI) has become commonplace daily and rapidly expands [1]. NLP
refers to the automatic computational processing of human languages as a whole. It
consists of both algorithms that accept text created by humans as inputs and algorithms
that generate text with a natural appearance as outputs [2]. Language models are
currently helpful in various sectors of natural language processing, such as text creation,
by applying the concept of ”information retrieval.” In the text creation category,
information retirement as a concept of using the language model has a role as a program
that is related to organizing, storing, retrieving, and evaluating information from
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document repositories, especially textual information. A good language model will only
retrieve relevant text according to the context the user wants. An information retrieval
system searches a library of natural language texts to precisely retrieve the set of
documents that respond to a user’s query. They started as library systems. These tools
help users find the data they need, but they don’t try to infer or come up with solutions.
Making meaning of data requires an information retrieval system. The work of
language modeling serves as the foundation for model pre-training in natural language
processing (NLP). Given a past of unannotated texts, language modeling aims to predict
the following token [3]. The first model to use unidirectional transformers as the
framework for the GPT of language models was generative pre-training (GPT),
demonstrating the striking potential of pre-training techniques for various downstream
applications [4]. While there are undoubtedly many benefits, it has also created new,
challenging problems that must be solved [5]. An AI model called the Generative
Pre-Trained Transformer-3 (GPT-3) learned unsupervised on a significant corpus of text
data. GPT-3 can now make responses in written language that mirror those produced by
humans thanks to this training [6].

OpenAI created the powerful huge language model GPT-3. Through knowledge
distillation, its knowledge can be applied to jobs farther down the line [7]. More
substantial natural language processing (NLP) and machine learning (ML) capabilities
enable more powerful models to perform with better understanding and response
abilities rather than being designed for performing human communication interactions
[8]. GPT-3 has demonstrated its ability to produce writing that can be mistaken for a
human author, including poetry, articles, web interface code, and descriptions of
products or jobs [9]. GPT-3 functions with a small amount of fine-tuning data. The
language model knows practically every domain by nature. Only a few instructions on
what to do and, preferably, a few instances of the desired result are used to teach it
(few-shot learning) [10]. The ”text-davinci-003” model now uses a training dataset of 45
million web pages, books, and other sources [11]. As previously mentioned by other
authors, GPT-3 demonstrated excellent cooperation and produced pertinent, accurate,
and proper research [12, 13]. The successor to GPT-2, GPT-3, increased the data scale (45
TB vs. 40 GB) and the parameter space (175 billion vs. 1.5 billion), making it the most
significant language model ever made. The model performs outstandingly in zero-shot
and few-shot conditions and can complete downstream tasks without fine-tuning [14].
AI models can be connected to platforms like websites via their APIs (Application
Programming Interfaces) and utilized for various functions [11]. The ability to annotate
data for machine learning model training is one-way GPT-3 may assist people [15].
Prompt-Learning, sometimes called Prompting, provides insight into what natural
language processing (NLP) may include in the future [16].

These data repositories may contain data that text indexing and retrieval systems may
index and make searchable by users. As a result, retrieval systems give users internet
access to knowledge they might not be aware of, and they are not obliged to know or
care about where the ability is stored. Users can use a single search to query all the data
the administrator has chosen to index. The two primary operations in retrieval systems
are indexing and matching. Selecting terms to represent a text is the process of indexing.
The indexing process includes stemming, frequent word removal, and string
tokenization. The matching process is the method for determining how similar two text
representations are to one another. Making applications using AI capabilities as a
provider of sentence ideas can make the work of making text easier. In this research, we
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created a text generator app that produces exciting and varied sentences so that users
can adjust according to their needs. This application uses a language model developed
by OpenAI, GPT-3, as the latest 3rd generation of Generative Pre-trained Transformer,
an autoregressive language model with deep learning to produce human-like text. The
features in this app that implement the information retrieval concept are product
descriptions, job descriptions, email templates, and advertisements.

2. Methods
2.1. Research Framework

The frameworks in the research approach must be used in a specific order. This
framework’s chronological order illustrates the steps that must be followed to guarantee
the success of this research. The structure is shown in Figure 1.

Figure 1. Research Framework

Based on Figure 1, the explanation for each step in the research framework can be
described as follows:

1. Literature Review
A literature review is a critical and systematic examination of previously
published studies and academic works pertinent to a given subject or research
question. Establishing the present level of knowledge on an issue, spotting gaps,
disputes, or inconsistencies in the available literature, and deciding whether
additional study is necessary are the main goals of a literature review. Some of the
principal sources that are cited in this study include Vaswani [17] in the study
”Attention is All You Need, Advances in neural information processing systems”,
Devlin [18] in the survey ”BERT: Pre-training of deep Bidirectional Transformers
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for language understanding,” Radford [19] in ”Language Models are
Unsupervised Multitask Learners,” and Brown [20] in ”Language models are
few-shot learners.”

2. Identification of Problems
The growth of e-commerce sites raises a concern about competitiveness in the
marketing process, where the study’s identification of difficulties begins.
Copywriting abilities are necessary for a digital business. Making an application
that can offer creative sentence suggestions and utilize Artificial Intelligence (AI)
to make it simpler for copywriters to generate sentences is the answer to
improving copywriting talents for regular people.

3. Setting Research Goal
Based on the problem identification findings and the research’s driving force, the
emphasis was chosen. The development of a publicly accessible text generator
application is the primary goal of this study. The application design also includes
some auxiliary elements, including descriptions of goods and services, job
descriptions, social network captions, email marketing templates, adverts, and
suggestions for business promotion. To increase promotional content insight,
features are also built to produce compelling reports for promotional videos
without negating the need for more enticing marketing strategies, YouTube video
title suggestions, word and sentence improvements, paragraph summaries, and
keyword generation from a description.

4. Designing Solutions
The copywriting application development approach is used to undertake system
design and application development while designing solutions based on the
research topic. By practicing with the language model and utilizing the API code
or service from this language model in the previously created web program code,
the GPT-3 language model can be implemented in the application.

5. Generating Simulations
Designing the virtual world, developing and implementing the appropriate
algorithms and models, incorporating user interactions, and ensuring the
simulation behaves realistically or as intended are all steps in generating
simulations for an app. Expertise in user interface design, computer graphics,
physics modeling, and artificial intelligence is needed. Overall, creating
simulations for an app offers a dynamic and interactive element that enables users
to interact with digital representations of real-world situations, scenarios, or
systems. Depending on the precise goals and objectives of the app, it improves
user engagement, helps to learn, allows for experimentation, and offers useful
functionality.

6. Program Testing
Program testing entails thoroughly examining an application to find flaws,
mistakes, or problems and ensuring it works as intended. Program testing’s
primary goal is to increase usability, dependability, and quality before an app is
made available to customers. The objectives, scope, scenarios, cases, and resources
needed for testing are all described in this plan. It ensures that testing procedures
are well-planned and covers all important facets of the application. User
acceptance testing entails testing the app with stakeholders or end users to ensure
it satisfies their needs and expectations. To imitate natural usage conditions, it
frequently occurs in a real-world setting.
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2.1.1. Application Design

The main objective of this system is to create a web application that acts as a bridge
between the language model API service and the user via the User Interface (UI). The
website interface will collect user input, utilize this information as a prompt for the GPT-3
language model service, and subsequently present the results generated by the language
model on the user’s visible web interface.

Figure 2. System Overview

The application development process involves creating app prototypes, demonstrating
app functionalities, and conducting app testing. The application’s design concept is
implemented by training the language model and incorporating API code or services
from the language model into the existing web program code. The primary task is to
establish a connection between the web app, the language model API service, and the
user through the User Interface (UI). The website interface will collect user input, utilize
it as a prompt for the GPT-3 language model service, and then display the results
generated by the language model back to the user on the visible web interface.

The GPT-3 training in this app uses the few-shot learning method. The few-shot learning
method starts by giving a prompt containing commands. Then the results are directed
as desired. Model specifications used for the training process using the Complete Mode,
text-davinci-002 model, the Temperature is 0.5 with a Maximum length of 256, and the
Top-P is 1.

The whole application is scripted in Visual Studio Code software. The program code is
Python 3.8, using several supporting libraries such as Flask and OpenAI. For web
display (frontend) using HTML, CSS, and JavaScript programming languages. In
designing the website layout, the Adobe Illustrator application created detailed graphic
components and prepared a prototype of a website layout using the Figma application.
Application testing before deployment runs on localhost by running the script program
in the Command Prompt or Visual Studio Code which is open in the Chrome browser.
After the application runs well on localhost, the program folder is deployed to the
PythonAnywhere website so that the website has a URL that various devices can access.
Android application built in Android Studio by converting the website layout to a
mobile form. Android-based application releases are done through the author’s
developer account on the Google Play store platform.
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2.2. Application Testing

The testing phase of this application consists of three tests, which are evaluated using
an evaluation matrix. The researcher selects the most suitable evaluation matrix for the
language model, BERTscore. The evaluation results are calculated by considering the
features and gathering test data for each feature to assess the performance. Each feature is
then categorized and tested using BERTscore, particularly when measuring the similarity
score of ”context” or sentence meaning. Figure 3 illustrates the testing process using
BERTscore evaluation matrices for the created applications.

Figure 3. BERTscore test block diagram

Two types of data are tested: ”predictions” data obtained from sentences generated by
the text generator app and ”references” data obtained from sentences generated by
other commercial applications. Once the data for testing is acquired, the tests are
conducted with specific parameters for each feature. The BERTscore python libraries are
employed in the testing process, executed through Jupyter Notebook. A program is
committed to displaying the results of the text generator application’s sentence quality
testing and determining whether the quality is comparable to that of other text
generator applications.

3. Results and Discussions

The application test results obtained BERTscore scores for each of the features being
compared, like the Product Description, Job Description, Email Template, and
Advertisement features. BERTscore testing conducted the precision, recall, and F1 score
results. All of them are evaluation metrics commonly used in information retrieval and
classification tasks. They provide insights into the performance and effectiveness of a
model or system. Precision is a metric that measures the overall correctness of
predictions or classifications. Precision offers a general understanding of how well the
model performs across all tasks. In information retrieval tasks, recall calculates the
proportion of relevant documents retrieved from all relevant documents in the dataset.
Recall indicates how effectively the system retrieves all relevant documents in response
to a user query. High recall suggests that the system is effective in finding relevant
results. The F1 score is a metric that combines precision and recall into a single value,
providing a balanced measure of a model’s performance. The F1 score is helpful when
there is an imbalance between precision and recall. F1-Score delivers a comprehensive
evaluation of a model’s effectiveness by considering both the ability to retrieve relevant
instances (recall) and the accuracy of those retrievals (precision). It is often used as a
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primary metric when optimizing models for information retrieval tasks.

3.1. Product Description

In product description testing, the text data successfully generated by the application
compared its performance with the generated text by another text generator application
(copy.ai). The text generated by the app is in the ”predictions” variable, and the text
generated by the web copy.ai is in the ”references” variable. One of the tests is using the
prompt text “iphone 13 pro” and the results is tested in Figure 4.

Figure 4. BERTscore calculation on the Product Description feature

The test was conducted by collecting the result text ten times with different text. The
BERTscore calculation results in the Product Description feature is the Precision, Recall,
and F1-score, which can be seen in Table 1.

Table 1. BERTscore result from Product Description feature

Precision Recall F1-Score
0,84986192 0,91306293 0,880329549

0,857682824 0,892686009 0,874834418
0,879660964 0,909389794 0,894278347
0,903172612 0,912778378 0,907950103
0,848058701 0,854429066 0,851231992
0,876385868 0,928487837 0,901684821
0,878456295 0,857518733 0,867861271
0,885455251 0,896008193 0,890700459
0,868916512 0,915061235 0,891392112
0,881982982 0,899940133 0,890871108

xpr= 0,872963393 xre= 0,897936231 xF1= 0,885113418
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The BERTscore results on the Product Description feature, namely the Precision, Recall,
and F1-score values, are (0.87); (0.89); (0.88). The maximum weight for these three
evaluation matrices is (1.00), so the performance of the application in creating product
descriptions has performance equivalent to the text generator copy.ai with a precision
percentage of 87%, recall of 89%, and F1 score of 88 %.

3.2. Job Description

In job description testing, the text data successfully generated by the application
compared its performance with the generated text by another text generator application
(rytr.me). The text generated by the app is in the ”predictions” variable, and the text
generated by the web rytr.me is in the ”references” variable. One of the tests is using the
prompt text “data scientist” and the results is tested in Figure 5.

Figure 5. BERTscore calculation on the Job Description feature

The test was conducted by collecting the result text ten times with different text. The
BERTscore calculation results in the Job Description feature is the Precision, Recall, and
F1-score, which can be seen in Table 2.

The BERTscore results for the Job Description feature, namely the Precision, Recall, and
F1 scores, are (0.86); (0.89); (0.88). The maximum score for these three evaluation
matrices is (1.00), so the performance of the application in creating professional
descriptions is almost equivalent to the version of the Rytr.me text generator with a
percentage of precision of 86%, recall of 89%, and F1 score of 88%.

3.2.1. Email Template

In testing the email template feature, the text data generated by the application is
compared with the performance of text generated by another text generator application,
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Table 2. BERTscore result from Job Description feature

Precision Recall F1-Score
0,862736285 0,892322361 0,877279937
0,836116135 0,873488665 0,854393959
0,883280337 0,916931391 0,89979142
0,89290452 0,908216417 0,90049535

0,881690025 0,891117334 0,886378646
0,869900703 0,881533265 0,87567836
0,831672013 0,877690196 0,854061663
0,889769375 0,903478146 0,896571398
0,874397457 0,923839271 0,898438692
0,874739587 0,926254988 0,899760485

xpr= 0,869720644 xre= 0,899487203 xF1= 0,884284991

namely Rytr.me. The text generated by the application created is included in the
”predictions” variable, and the text generated by the Rytr.me web is included in the
”references” variable. One of the tests was carried out by entering the keyword ”cloud
service” and both results were tested in Figure 6.

Figure 6. BERTscore calculation on the Email Templates feature

The test was conducted by collecting the result text ten times with different text. The
BERTscore calculation results in the Email Template feature is the Precision, Recall, and
F1-score, which can be seen in Table 3.

The BERTscore results for the Email Template feature, namely the Precision, Recall, and
F1 scores, are (0.85); (0.85); (0.85). The maximum score for these three evaluation
matrices is (1.00), so the performance of the application in creating email templates is
almost equivalent to the performance of the Rytr.me text generator with a percentage of
precision of 85%, recall of 85%, and F1 score of 85%.
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Table 3. BERTscore result from Email Template feature

Precision Recall F1-Score
0,862865984 0,858090997 0,860471845
0,837025166 0,844651222 0,840820909
0,861696064 0,872532964 0,867080629
0,875247836 0,861192048 0,86816299
0,871103764 0,857683361 0,864341497
0,843739152 0,854369342 0,849021018
0,864192903 0,869520903 0,866848707
0,863211572 0,835488021 0,849123538
0,862431824 0,859217286 0,860821545

0,8444525 0,841072559 0,842759192
xpr= 0,858596677 xre= 0,85538187 xF1= 0,856945187

3.2.2. Advertisement

In testing the advertisement feature, the text data generated by the application is
compared with the performance of text generated by another text generator application,
namely Rytr.me. The text generated by the application created is included in the
”predictions” variable, and the text generated by rytr.me web is included in the
”references” variable. One of the tests was carried out by entering the keyword
”birthday cake” with the testing in Figure 7.

Figure 7. BERTscore calculation on the Advertisement feature

The test was conducted by collecting the result text ten times with different text. The
BERTscore calculation results in the Adventisement feature is the Precision, Recall, and
F1-score, which can be seen in Table 4.

The BERTscore results for the Advertisement feature, namely the Precision, Recall, and
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Table 4. BERTscore result from Advertisement feature

Precision Recall F1-Score
0,846525073 0,858430743 0,852436304
0,89097923 0,884832203 0,887895048
0,878361583 0,850004494 0,863950372
0,872308552 0,85904485 0,865625858
0,90151757 0,913936198 0,907684445
0,858431697 0,870725751 0,864535034
0,87516439 0,907044828 0,89081949
0,878473282 0,901118398 0,889651775
0,879751563 0,890019596 0,884855807
0,887426496 0,888258338 0,887842238

xpr= 0,876893944 xre= 0,88234154 xF1= 0,879529637

F1 scores, are (0.85); (0.85); (0.85). The maximum score for these three evaluation
matrices is (1.00), so the performance of the application in creating advertisement is
almost equivalent to the performance of the Rytr.me text generator with a percentage of
precision of 85%, recall of 85%, and F1 score of 85%.

The overall score of the matrix evaluation feature testing of results can be seen in Table 5
for the BERTscore result.

Table 5. Total BERTscore result

Feature Precision Recall F1-Score
Product Description 0,872963393 0,897936231 0,885113418
Job Description 0,869720644 0,899487203 0,884284991
Email Template 0,858596677 0,85538187 0,856945187
Advertisement 0,876893944 0,88234154 0,879529637

xpr= 0,869543665 xre= 0,883786711 xF1= 0,876468308

The BERTscore measurement results on the feature give an average of 86% for precision,
88% for recall, and 87% for F1-scores.

4. Conclusion

Tests on the Product Description, Job Description, Email Template and Advertisement
features in the application give an average BERTscore and the accuracy results provide
an overall measure of correctness which give a score of 86%, and recall results assess
the ability to retrieve relevant instances of the text generator model with a score of 88%.
Also, the F1 score combines precision and recalls to provide a balanced evaluation and
gives the final score result of 87%. These metrics assess and compare the performance of
models, systems, or algorithms in information retrieval and classification tasks, allowing
for informed decision-making and optimization. All of these scores are good for the text
generator category and give the same performance as other commercial text generators
that have been tested before.
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