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Comparative Analysis of ARIMA and LSTM for Forecasting Maximum
Wind Speed in Kupang City, East Nusa Tenggara

Indah Magfirrah1,∗, Meisyatul Ilma1, Khairil Anwar Notodiputro1, Yenni Angraini1, and
Laily Nissa Atul Mualifah1

1Department of Statistics, IPB University, Bogor, Indonesia

ABSTRACT. This study compares the Autoregressive Integrated Moving Average (ARIMA) and Long Short-Term
Memory (LSTM) models for predicting maximum wind speed based on accuracy measured by Root Mean Square Error
(RMSE) and Mean Absolute Percentage Error (MAPE). Based on the results of the research, the LSTM model is better
than the ARIMA model in predicting maximum wind speed in Kupang City, East Nusa Tenggara Province. The best
LSTM model has hyperparameters of 200 epochs; batch size of 32; learning rate of 0,001; and 8 neurons. Based
on the evaluation results of predicted data against actual data, the MAPE value of the LSTM model is 19,40%. The
benefit of this research is that it can contribute to the literature on the development of wind utilization as a basis for
building power plants on small islands as a renewable resource, particularly in Kupang City, East Nusa Tenggara.

This article is an open access article distributed under the terms and conditions of the Creative Commons
Attribution-NonComercial 4.0 International License. Editorial of JJoM: Department of Mathematics, Uni-
versitas Negeri Gorontalo, Jln. Prof. Dr. Ing. B. J. Habibie, Bone Bolango 96554, Indonesia.

1. Introduction

Forecasting is a method of estimating future events by ex-
amining information from the past [1]. The Autoregressive Inte-
grated Moving Average (ARIMA) model is a classic method often
used to forecast time series data. The ARIMA model is an ARMA
model for non-stationary time series data. Time series data can
be stationary by differencing, where the differencing value (d) is
a non-negative integer. ARIMA models are usually better able
to describe and anticipate geographic seasonal patterns in sta-
ble historical data but often face difficulties in forecasting unex-
pected changes, so deep learning can be used to overcome these
weaknesses.

Deep learning uses end-to-end concepts [2], where learn-
ing layers in deep learning make accuracy and performance bet-
ter than other algorithms [3]. One of the deep learning methods
commonly used for forecasting time series data is Long Short-
Term Memory (LSTM). Its advantage over the ARIMA model is
that LSTM is superior and reliable in forecasting long-term pe-
riods [4]. LSTM has hyperparameters that can determine the reli-
ability and performance of the model performance [5]. However,
even though a method is said to be good, evaluation is still im-
portant to see the accuracy, such as with the use of time series
cross-validation, which will divide the data into training data and
testing data by paying attention to the time sequence to get the
best model to be used for forecasting [6].

Research using the ARIMA and LSTM methods has been
widely used, especially to forecast future events. Putri and
Sadikin (2021), compared ARIMA and LSTM in predicting product
sales to estimate rawmaterial requirements. The research results
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prove that LSTM is the best method compared to ARIMA for this
case [7]. Elsaraiti and Merabet [8] also compared the two meth-
ods in predicting wind speed. The results showed that LSTM was
better in that case. Milniadi and Adiwijaya [9] compared the per-
formance of LSTM and ARIMA in forecasting stock closing prices.
The results showed that ARIMA was better than LSTM for that
case. Umam and Ardiansyah [10] also compared the two meth-
ods to predict the number of library visitors. The results prove
that ARIMA is better for this case.

Accurate forecasting results are needed for decision-
making and future planning, including wind speed forecasting.
Wind is a movement of air caused by the rotation of the earth
and the difference in air pressure around it. Wind intensity is de-
termined by speed, which fluctuates and changes over time [11].
Accurate forecasting methods can help manage and reduce the
impact of weather phenomena and can be used as a reference in
planning wind energy utilization. According to the National Re-
search and Innovation Agency (BRIN), East Nusa Tenggara is one
of Indonesia’s provinces with the most significant wind power
potential.

Therefore, this study will compare ARIMA, considered a
benchmark in time series data analysis, and LSTM, which has
shown great promise in handling complex patterns in sequen-
tial data. ARIMA is essential for its robustness and simplicity in
forecasting stability, making it a reliable baseline method. On
the other hand, LSTM’s ability to capture long-term dependen-
cies and nonlinear relationships in the data makes it a powerful
tool for more accurate and dynamic forecasting.

By comparing these two methods, this research aims to de-
termine which model performs better in forecasting wind speed,
especially in Kupang City, East Nusa Tenggara Province. The
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findings could offer significant implications for improving wind
energy planning and management, and reducing the impact of
weather-related uncertainties. This comparative analysis could
also contribute to the broader field of time series forecasting by
highlighting the strengths and limitations of traditional and mod-
ern approaches.

2. Methods
2.1. Research Procedures

The research flow is exploring and preprocessing data,
splitting data, modeling ARIMA and LSTM using training data,
and comparing the best model between ARIMA and LSTM using
training data and testing data so that the best model based on the
smallest MAPE and RMSE values will be used to predict/forecast
[12]. This research was conducted following the steps of the re-
search flowchart in Figure 1.

Figure 1. Research procedures

2.2. Data Source
This research uses secondary data obtained from

https://power.larc.nasa.gov/data-access-viewer, namely Max-
imum Daily Wind Speed Data in Kupang City, East Nusa
Tenggara, for the period January 2019-April 2024.

2.3. Data Splitting
Data splitting is done to find out how the model can work

well. The data is divided into two parts, namely training and
testing data. This study has training data for January 2019 - De-
cember 2023 and testing data for January 2024-April 2024. The
division of training and testing data is presented in Table 1.

Table 1. Proportion of data splitting

Training Data 1.826
Testing Data 121
Total 1.947

2.4. ARIMA Model
The ARIMA model also called the Box-Jenkins model, is a

combination of the Autoregressive (AR) model with order p, Mov-
ing Average with order q, and followed by the order d differenc-
ing process. The equation of the ARIMA model is expressed in
Equation (1) [13].

φp (B) (1−B)
d
yt = θq (B) et (1)

where
yt : observation value at time ke-t,
φp : coefficient at order p,
θq : MA coefficient at order q,
(1−B)

d : d-order difference series,
B : Backshift operator,
et : residuals at time-t.

The first step is to identify and select the appropriate
model. If the data is not stationary in the mean, differencing can
be done once or twice. However, logarithmic transformation can
be performed if the data is not stationary in variance [14]. After
the data is stationary, plots of the autocorrelation function (ACF)
and partial autocorrelation function (PACF) are used to select the
appropriate order of the AR and MA models. The second step
is to estimate the model parameters using metrics such as the
Akaike Information Criterion (AIC) or Bayesian Information Crite-
rion (BIC) [15] to optimize the model. Finally, a diagnostic check
of the model is performed by analyzing the residuals to deter-
mine the best final model [16].

2.5. LSTM Model
Long-short-term memory (LSTM) is one of the modifica-

tions of the Recurrent Neural Network (RNN) that was first in-
troduced by Hochreiter and Schmidhuber in 1997 [17]. LSTM is
present to overcome the weakness of RNN, which cannot predict
data based on information stored over a long period. Specifi-
cally, the gate mechanism in LSTM is composed of three vector
gate units: input gate, forget gate, and output gate [18]. Each
vector gate unit has a different function. The input vector gate
controls the number of input vectors affecting the memory. The
forget vector gate controls the amount of oldmemory that will be
erased. The output vector gate controls the amount of memory
stored in the hidden state.

The first process in LSTM is to filter out the information that
needs to be deleted. The forget gate determines the information
that will be removed from the cell state. The variable equations
of LSTM are xt as the input vector to LSTM, Ft as the forget gate
activation vector, It as the input gate activation vector, Ot as the
output gate activation vector, Ht as the hidden state vector is
known as the output vector of the LSTM unit, Ct as the cell state
vector,W and U as the weight matrix, and b bias vector parame-
ters that must be learned during training. The general equation
form of LSTM can be seen in equations (2)-(6) [19].

Ft = σ (Wfxt + Ufht−1 + bf ) , (2)
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It = σ (Wixt + Uiht−1 + bi) , (3)

Ot = σ (Woxt + Uoht−1 + bo) , (4)

Ct = Ft ∗ Ct−1 + It ∗ tanh (Wcxt + Ucht−1 + bc) , (5)

Ht = Ot ∗ tanh (Ct) . (6)

LSTM has two activation functions, each with its respective
role. The sigmoid activation function has the role of converting
an x value into a value that has a range of 0 to 1. The tanh acti-
vation function has the role of converting an x value into a value
that has a range of −1 to 1. The sigmoid and tanh activation
function formulas can be seen in equations (7) and (8) [20].

σ =
1

1 + e−x , (7)

tanh = 2σ (2x)− 1, (8)

where x is the input data and σ is the value of the sigmoid acti-
vation function.

Figure 2. LSTM architecture

2.6. Hyperparameters Tuning

Hyperparameter tuning is the process of finding the opti-
mal hyperparameter value combination that helps improve the
performance of the LSTM model so that it provides the best per-
formance [21]. One of the hyperparameter tuning methods is
grid search. The main advantage of grid search is its ability al-
ways to try all possible hyperparameter combinations to find the
best one to optimize the model based on accuracy and precision
values [22].

3. Results and Discussion

3.1. Data Exploration

Descriptive analysis is used to see the maximum wind
speed pattern in Kupang, East Nusa Tenggara, from 2019 to 2024
using daily data from January to December. The time series plot
of the daily data is shown in Figure 3.

The minimum data of maximum wind speed in Kupang,
East Nusa Tenggara is 2,96 knot, with an average maximum wind
speed of 10,324 knot. The maximum data of maximum wind
speed during 2019-2024 was in early April 2021, reaching 37,24
knot. In addition, generally, wind speed decreases from July to
November and fluctuates from December to June, as seen in the
time series plot.

Figure 3. Time series plot

3.2. ARIMA Model
Before building an ARIMA model, the first step must be to

test the stationarity of the data. Time series data can be said to
be stationary if the data fluctuates around a relatively constant
center value and variety across periods. Data stationarity can be
checked with the ADF test (Augmented Dickey-Fuller) and KPSS
(Kwiatkowski-Phillips-Schmidt-Shin) tests.

Table 2. ADF and KPSS tests on training data

Test p-value Description
ADF 0,0000 Stationary
KPSS 0,1 Stationary

Based on the ADF test results it shows that the p-value is
less than α (0,05), meaning that the data is stationary, the KPSS
test results also evidence this, the p-value is more than α (0,05),
meaning that the data is stationary.

After proving the data is stationary, identify tentative mod-
els that will be built based on the ACF (Autocorrelation Function)
plot and the PACF (Partial Autocorrelation Function) plot. The
tentative model proposal is based on significant lags in the ACF
and PACF plots in Figure 4.

Figure 4. ACF and PACF plots on training data

Based on the ACF plot on the training data, it can be seen
that the plot decreases slowly, meaning that the data does not
have an MA (Moving Average) component. Then the PACF plot
cuts off, meaning that the data contains an AR (Autoregressive)
component so that the tentative models proposed are ARIMA
(4,0,0), ARIMA (2,0,0), ARIMA (1,0,0) and ARIMA (2,0,1). The pa-
rameter estimation results of the four candidate models are pre-
sented in Table 3.

JJoM | Jambura J. Math Volume 6 | Issue 2 | August 2024



I. Magfirrah, et al. – Comparative Analysis of ARIMA and LSTM for Forecasting Maximum Wind Speed… 172

Table 3. Estimated values of ARIMA model parameters

Model Parameter coefficient p-value AIC

ARIMA (4,0,0)

AR(1)* 0,7475 0,000

8271,162
AR(2) 0,0291 0,212
AR(3) -0,0372 0,159
AR(4)* 0,0651 0,006

ARIMA (2,0,0)
AR(1)* 0,7487 0,000

8275,154
AR(2)* 0,0397 0,029

ARIMA (1,0,0) AR(1)* 0,7797 0,000 8276,039

ARIMA (2,0,1)
AR(1)* 1,6480 0,000

8252,211AR(2)* -0,6575 0,000
MA(1)* -0,9211 0,000

*Parameters are significant at the 5% significance level

Based on Table 3, the ARIMA (2,0,1) model has significant
parameter values at the 5% significance level with smaller AIC val-
ues. This indicates that the ARIMA (2,0,1) model is the best ten-
tative model of the four tentative model candidates. After ob-
taining the best model, model diagnostic testing will be carried
out to check the feasibility of the model. Examination of the ran-
domness of the residuals will be carried out using the Ljung-Box
test. The Ljung-Box test results for lags 5; 10; 15; 20 and 25 of
the model are presented in Table 4.

Table 4. Ljung-Box test of the residuals

Model p-value Lag

ARIMA(2,0,1)

0,185953 5
0,307689 10
0,475262 15
0,512566 20
0,413771 25

Table 4 shows that the ARIMA (2,0,1) model has fulfilled the
assumption of randomness of the samples because all lags have
a p-value more than the 5% significance level. Next, we check the
normality of the samples. Examination of the normality of the
remainder will be carried out using the Shapiro test. The results
of the Shapiro test show that the residuals do not spread gen-
erally because they have a p-value less than the 5% significance
level. However, the Shapiro test results can be tolerated because
the data used tends to be significant [23]. In this study, 1.947
data were used, so it can be said that the assumption of normal
distribution has been fulfilled.

After obtaining the tentative ARIMA model with the small-
est AIC value, overfitting will be carried out, which is presented
in Table 5.

Table 5. Estimated values of Overfitting model parameters

Model Parameter coefficient p-value AIC

ARIMA (3,0,1)

AR(1) 0,4671 0,988

8279,153
AR(2) 0,2512 0,991
AR(3) 0,0105 0,993
MA(1) 0,2817 0,992

ARIMA (2,0,2)

AR(1) 0,2965 0,990

8279,045
AR(2) 0,4031 0,983
MA(1) 0,4509 0,985
MA(2) -0,0258 0,984

*Parameters that are significant at the 5% significance level

Based on Table 5, it can be seen that the parameter esti-
mation results for both models show insignificant results at the
5% significance level. The ARIMA (2,0,1) model is the best model
for themaximumwind speed data in Kupang, East Nusa Tenggara,
because the parameters are significant and the AIC is the smallest.
The ARIMA (2,0,1) formula is written as follows in Equation (9):

Yt = 1.6480Yt−1 − 0.6575Yt−2 −0.9211ε(Y )t−1 + ε(Y )t. (9)

3.3. LSTM Model
Modeling with LSTM does not require the assumption of

data stationarity as in the ARIMA model. Because, before LSTM
modeling the data is normalized using MinMaxScaler into the
range (0,1). Data normalization helps improve model perfor-
mance by adjusting the weights in the model [24]. The plot of
maximum wind speed data after normalization is shown in Fig-
ure 5.

Figure 5. Data plot after normalization

Furthermore, the data is converted to supervised learning
or labeled data. The data at time t is labeled as the prediction
data Y = xt, while the data at the previous time (xt − 1) is
the input [25]. The supervised learning form helps the model
learn the data pattern and the relationship between input and
output to predict the following data set and avoid poor out-of-
the-box performance. The data is then converted to a three-
dimensional array by LSTM modeling and deep learning in gen-
eral, where the typical input data is a 3-dimensional array, namely
number of samples, time steps, number of features [26]. In this
study, the training and testing data were transformed using the
numpy.reshape() function to have the shape of (1824, 1, 1) and
(119, 1, 1).

The LSTM model architecture used in this study consists of
two LSTM layers and one Dense layer. The optimizer and loss
function used to help model convergence are ADAM (Adaptive
Moment Estimation) and MSE (Mean Squared Error). ADAM op-
timizer with MSE loss function is a commonly used algorithm in
LSTM modeling. The ADAM optimizer combines the advantages
of RMSProp, which uses the square of the gradient to adjust the
learning rate, and the advantages of SGD (Stochastic Gradient
Descent) with momentum, which utilizes momentum by using
an exponentially weighted moving average gradient rather than
the gradient itself so that ADAM works well as an optimizer [27].
LSTM and other deep learning methods use hyperparameters not
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directly learned by the algorithm to find the best value for the
model. The hyperparameters used include neurons, batch size,
epoch, and learning rate.

Neurons serve to remember the information needed to
make predictions. Choosing neurons that are too small can make
the LSTM unable to perform its function correctly, and if the neu-
rons are too large, the LSTMwill experience overfitting. It is writ-
ten that epochs represent the total number of times a given data
set is used for training purposes [28]. Epochs also serve to cap-
ture patterns in the data. One epoch indicates that the entire
dataset is fed to the model only once. Choosing an epoch that
is too small can cause the model not to capture the pattern cor-
rectly, while selecting an epoch that is too large can cause the
model to overfit. Batch size is the number of data samples that
pass simultaneously through the neural network [29]. According
to Radiuk [30], the smaller the batch size value, the faster the
training process. However, the larger the batch size value, the
longer the training process will take because it requires more
storage capacity. The learning rate, a configurable parameter,
has a minimal positive value of 0 to 1. This parameter is used to
determine the size of the step that determines whether the train-
ing results are getting better (loss value decreases) or worse (loss
value increases) [31]. Some of the hyperparameters to be tuned
are batch size (32; 64), epoch (50; 100; 150; 200) and learning rate
(0,001; 0,005), neurons (4; 8; 16; 32; 64) [32, 33]. The four hyper-
parameters were chosen for tuning because they directly affect
the ability and speed of the model to achieve optimal accuracy.

This research uses grid search in the scikit-learn package,
namely GridSearchCV, with 10-fold cross-validation to perform
hyperparameter tuning [34].They were delivering that the Grid-
SearchCV model provides higher accuracy than models that do
not use GridSearchCV. K-fold cross-validation generally uses 3; 5
or 10-fold. In this research, the k used is 10, where nine parti-
tions in each fold are used for training and one partition for val-
idation. Hyperparameter tuning shows the best hyperparameter
combination results for modeling with LSTM Network: epochs
200; batch size 32; learning rate 0,001 and neurons 8. This model
produces an average loss or error value of 0,0045.

3.4. Validation of ARIMA and LSTM Models
At this stage, the prediction results of the ARIMA and LSTM

models are evaluated against actual data using MAPE and RMSE.
RMSE evaluates the model’s goodness by calculating the differ-
ence between the predicted and actual values. RMSE gives higher
error weights for prediction results with larger errors. RMSE does
not have a maximum or minimum value, but in model compari-
son, it is known that the model gets better if it has a smaller
RMSE value. MAPE is used to evaluate the model by showing the

Table 6. Model evaluation

Model RMSE RMSE-P MAPE-P(%)
ARIMA 4,03 3,87 28,70
LSTM 2,32 2,35 19,40
*RMSE: model evaluation on training data and
*MAPE-P: model evaluation on testing data

error rate or the difference between the predicted value and the
actual value in percentage form to make it easier to understand.

Based on the evaluation results in Table 6, it is known that
the best model is LSTM. The model produces a testing data RMSE
value of 2,35 and a testing data MAPE of 19,40% which falls into
the excellent category for forecasting. A comparison of the eval-
uation results of the ARIMA and LSTM models is also shown in
Figure 6 and Figure 7.

Figure 6. Comparison plot of training data with prediction
data

Figure 6 compares the actual training data with the pre-
diction results of the training data from the two models. Model
training takes a long time, depending on the data and the com-
plexity of the model. This can lead to overfitting events. One
way to identify overfitting in the model is to predict and evalu-
ate the model against the training data. If the prediction results
are good, it is known that there is no overfitting in the model.
Based on the comparison plot in Figure 6, it is known that the
training data predicted by the two models is quite close to the
actual training data. This is also supported by the RMSE value of
the training data in Table 6, which is very small, so it is known
that the twomodels work well to predict the training data or that
there is no overfitting event.

Figure 7. Comparison plot of testing data with prediction
data

Figure 7 compares the actual testing data with the pre-
dicted testing data from the two models. The predicted data
of the LSTM model is quite close to the actual testing data, so
the LSTM model works very well. This is supported by the RMSE
and MAPE values of the LSTM model testing data, which are the
smallest according to the evaluation in Table 6, indicating that the
LSTMmodel is better for forecasting the maximumwind speed in
Kupang City, East Nusa Tenggara Province than the ARIMAmodel.

3.5. Forecasting
Forecasting the maximumwind speed for the May 2024 pe-

riod was carried out using the LSTMmodel, as shown in Figure 8.
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Figure 8. Maximum wind speed forecasting

The maximum wind speed in Kupang City, East Nusa Teng-
gara, has a downward trend, with the highest speed being 16,2
knot. Forecasting results for the next 30 days range from 10 to 16
knot, according to the BMKG statement that the East Nusa Teng-
gara region has begun the dry season, so the east monsoonwinds
have begun to be active. East monsoon winds are seasonal winds
that blow from east to west in tropical and subtropical regions,
with speeds of 10 to 25 knot [35].

4. Conclusion
The LSTM model is better than the ARIMA model in fore-

casting the maximum wind speed in Kupang City, East Nusa Teng-
gara Province. The best LSTM model has hyperparameter epochs
200, batch size 32, learning rate 0,001, and neurons 8. This
method can learn trends and data patterns well. Based on the
results of the evaluation of predicted data against actual data,
the MAPE value of the LSTM model is 19,40% or falls into an out-
standing category for forecasting maximum wind speed data in
Kupang City, East Nusa Tenggara Province.
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