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Comparison of Seasonal ARIMA and Support Vector Machine
Forecasting Method for International Arrival in Lombok

Hadyanti Utami MY1,∗, Silfiana Lis Setyowati1, Khairil Anwar Notodiputro1,
Yenni Angraini1, and Laily Nissa Atul Mualifah1

1Department of Statistics and Data Science, IPB University, Bogor, Indonesia

ABSTRACT. Seasonal Autoregressive Integrated Moving Average is a statistical model designed to analyze and
forecast data with that shows seasonal patterns and trends. Support Vector Machine (SVM) is a machine learning-
based technique that can be used to forecast time series data. SVM uses the kernel tricks to overcome non-linearity
problems, whereas The SARIMA model is well-suited for data that exhibit seasonal fluctuations that repeat over time.
Lombok International Airport is the main gateway to West Nusa Tenggara and has become a symbol of tourism
growth in the region. Time series analysis is a very useful tool in determining patterns and forecasting the number of
international arrivals at Lombok International Airport within a certain period. This study aims to compare the SARIMA
model and SVM which can read non-linear patterns in the number of international arrivals at Lombok International
Airport. After obtaining the SARIMA and SVM models, the two models are evaluated using test data based on the
smallest RMSE value. The SVMmodel with a linear kernel trick provides the smallest RMSE when compared to SARIMA
with SVM RMSE is 238,655. While the best model in Seasonal ARIMA is SARIMA (3,1,0)(1,0,0)12, the forecasting
results show SARIMA is better in the forecasting process for the next 10 months.

This article is an open access article distributed under the terms and conditions of the Creative Commons
Attribution-NonComercial 4.0 International License. Editorial of JJoM: Department of Mathematics, Uni-
versitas Negeri Gorontalo, Jln. Prof. Dr. Ing. B. J. Habibie, Bone Bolango 96554, Indonesia.

1. Introduction
Time series data is data collected sequentially in a certain

time interval and is analyzed to find patterns of past variance that
can be used to forecast values for the future [1]. The goal of time
series data analysis is to understand the patterns that occur in
data measured sequentially over time. After identifying the pat-
terns in the time series data, time series analysis can be used to
forecast future values based on historical data. The use of time
series analysis is very important because time series data tends
to be dependent and often shows correlations between observa-
tions. If classical regression is forced on time series data, it will
ignore the time dependency between observations and produce
an inaccurate model. Lombok International Airport serves as the
main gateway to West Nusa Tenggara and has become a symbol
of tourism growth in the region. Data shows that since Lombok
International Airport began operations, the number of interna-
tional tourist arrivals has surged, as evidenced by the significant
average annual passenger growth. Time series analysis is a very
useful tool in determining patterns and forecasting the number
of international arrivals at Lombok International Airport over a
certain period.

In time series analysis, several methods can be used to
forecast future data such as conventional models and machine
learning or deep learning. One of the commonly used conven-
tional methods is the SARIMA model. Seasonal Autoregressive
Integrated Moving Average is a statistical model designed to an-
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alyze and forecast data with that shows seasonal patterns and
trends. The SARIMA model is an extension of the Autoregressive
Integrated Moving Average model that has seasonal components
[2]. The SARIMA model is well-suited for data that exhibit sea-
sonal fluctuations that repeat over time. There are many studies
that have conducted forecasting on the number of tourists with
the SARIMA model, such as those conducted by Aziza et al. [3]
on comparing the SARIMA model with intervention and Prophet
to forecast the number of passengers at Soekarno-Hatta Inter-
national Airport, the results obtained showed that the SARIMA
model was better than the Prophet model. In addition, Prianda
and Widodo [4] forecasts the number of foreign tourists to Bali
by comparing the performance of the SARIMA model and the
Extreme Learning Machine. The results given by MAPE on the
SARIMA model are smaller than ELM model, this means that
SARIMA is better for predicting the number of tourists.

Machine Learning models such as Support Vector Machine
(SVM) introduced by Vapnik in 1992 [5] are one of the machine
learning-based analysis technique that can be used to forecast
time series data. In the context of time series, SVM uses the
kernel tricks to overcome non-linearity problems that are often
encountered in time series that are difficult to model using tradi-
tional statistical methods. The purpose of using this kernel is to
transform the data into a high-dimensional space that can be lin-
early separable [6]. Tourist data tends to fluctuate, this is due to
many factors that affect the number of tourist visits in an area that
occurs in an extreme manner, such as natural disasters, govern-
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ment regulations, social stability, riots, and terrorism [7]. Unlike
the SARIMA model, the SVM method is more flexible because it
does not require the assumption of stationary to produce good
predictions. The fluctuating data is done by Saputra et al. [8]
forecasting the stock index on the Indonesia Sharia Stock Index
(ISSI) which has fluctuating stock data characteristics. The SVR
model used can capture non-linear patterns in data with a linear
kernel with a parameter optimization process.

This study aims to compare the SARIMA which the conven-
tional model is known to be good at forecasting the seasonal
pattern with the SVM which can read non-linear patterns in the
number of international arrivals at Lombok International Airport.

2. Methods
2.1. Data

The data used consists of the Number of Foreign Tourist
Visits per month to Indonesia by International Airport Entry Point
at Lombok, West Nusa Tenggara. The data is sourced from
bps.go.id and kemenparekraf.go.id, collected from January 2014
to February 2024, categorized by month, as shown in Table 1.

Table 1. Lombok foreign tourist visit data

No. Year Month Total
1 2014 January 5105
2 2014 February 4862
3 2014 March 5980
...

...
...

...
120 2032 December 7304
121 2024 January 4958
122 2024 February 7748

2.2. Stages of Analysis

The stages conducted in the research are visualized with
the flowchart in Figure 1. From the dataset, data exploration is
carried out to determine the pattern and characteristics of the
data through plots. Furthermore, the data is split into training
and testing sets to build models and assess the performance of
Seasonal ARIMA and SVM models.
a. In the SARIMAModel, data stationarity is checked using ACF
and PACF plots, while checking data stationarity in the mean
through the Augmented Dickey-Fuller (ADF) test and station-
arity in the variance using Box-Cox, if the value means the
data is stationary λ = 1 means the data is stationary [4],
if the data is not stationary then a differencing process is
carried out on the average and variance, if the data is sta-
tionary then continue to identify the SARIMA model seen
from the ACF and PACF plots. After obtaining a temporary
SARIMA model, then estimate the parameters included with
the white noise test based on the assumptions of homo-
geneity of the variance of the residuals, freedomof the resid-
uals, and normality of the residuals are met and compare
the smallest AIC (Akaike Information Criterion) value. The
SARIMA model is also subjected to a model overfitting pro-
cess to obtain the best results. Based on these criteria, the
best SARIMA model can be selected. The AIC (Akaike Infor-
mation Criterion) value is obtained based on the following

formulation [9]:

AIC = ln
(
σ̂2
a

)
+ 2(p+ q + 1)/n. (1)

b. Unlike to SARIMA model which is a univariate analysis. In
the SVM Model, the first step is to create input and output
variables to define. The SVM model is built with training
data by tuning the parameters that will be implemented into
the SVM kernel function, where the kernels used are: linear,
RBF, and sigmoid. The best SVM model was selected based
on the smallest RMSE (Root Mean Squared Error).
After obtaining the SARIMA and SVM models, both of

model are evaluated using test data based on the smallest RMSE
(Root Mean Squared Error), which can then be forecasted for the
next 10 periods. The RMSE value calculates the difference be-
tween the error in the actual data and forecasting. Therefore,
the smaller the resulting RMSE value, the higher the accuracy of
the mode [10]. RMSE is formulated as follows:

RMSE =

√√√√ 1

n

n∑
t=1

(At − Ft)
2
, (2)

whereAt, is the actual data in period t, Ft is the forecasted value
at period t, and n is the amount of data.

2.3. Seasonal Autoregressive Moving Average (SARIMA) Model
The SARIMA model is an extension of the Autoregressive

Moving Average (ARIMA) model, which incorporates seasonal
patterns in time series data. The ARIMA model (p, d, q) intro-
duced by Box and Jenkins in 1994, has an order p as the operator
of AR, an order d representing differencing, and an order q as
the MA operator. For data with seasonal patterns, it is denoted
as (p, d, q)(P, D, Q)s, which includes a seasonal factor in the t time
observation written as [11] :

ϕp (B)ΦP (Bs) (1−B)
d
(1−Bs)

D
Xt = θq(B)θQ (Bs) et (3)

with Xt is the t time component, ϕp (B) is the AR component
of order p, �P (Bs) is the seasonal component of the AR of or-
der P, while the (1−B)

d d-order differencing, (1−Bs)D D-order
seasonal element differencing. The MA component is shown at
θq(B) and the seasonal MA is θQ (Bs), et denotes the residual at
time t. In its process, SARIMA assumes that the data is stationary,
meaning that the data fluctuates around a constant mean and the
variance does not depend on time [12].

2.4. Support Vector Machine (SVM) Model
Support Vector Machine, introduced by Vapnik in 1992 can

be applied using classification and regression techniques. In the
practice of classification, the SVM model works by finding the
best hyperplane with the maximum margin. In the case of re-
gression, the SVM hyperplane is built based on clustering with
as many points as needed [13]. Margin is the distance of the hy-
perplane to the closest pattern of each class, while the pattern
closest to the maximum margin is called the support vector [5].

It is assumed that the two classes, -1 and +1, are perfectly
separated by a d-demensional hyperplane, as defined in the equa-
tion:

−→w .−→x + b = 0. (4)
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Figure 1. Flowchart of the Research

It is assumed that the two classes, -1 and +1, are perfectly sepa-
rated by a d-dimensional hyperplane, defined in the equation:

−→w .−→x + b ≤ −1. (5)

If the pattern −→x belongs to class +1 (negative sample), it can be
separated by a hyperplane of dimension d, with equation :

−→w .−→x + b ≥ +1, (6)

with:−→w = weight vector,
−→x = attribute input value,
b = bias.
The largest margin value is sought by maximizing the distance
value to its closest point, i.e. 1/∥−→w ∥ at the minimum point.

minτ(w) =
1

2
∥−→w ∥2. (7)

Suppose a dataset (x1, y1) , . . . , (xi, yi)x, y ∈ R, where x is the
input variable and y is the actual (target) value. SVM for regres-
sion aims to find a function f(x) that can predict the target value

with a deviation value of ε (epsilon) for each input value, and as
much as possible the function f(x) follows the pattern of fluc-
tuation in the data [14]. By using the Lagrange Multiplier, the
optimal condition of the regression function is as follows [15]:

f(x) =

l∑
i=1

(α∗
i − αi)(

−→x i.
−→xj) + b, (8)

where (−→x i.
−→xj) is the pair of two data in training data, α∗

i , α
′
i are

Lagrange Multiplayers, and b is coefficient if bias. The estimate
value of b is obtained from b = yi − w.xi − ε for 0 ≤ αi ≤ C
and b = yi − w.xi + ε for 0 ≤ α∗

i ≤ C [16].
In general, SVM model works in linear separable condition.

In non-linear problems, SVM is modified by incorporating a ker-
nel. The kernel functions implemented are linear, Radial Basis
Function (RBF), and Sigmoid kernel with the formal as follows
[17]:
1. Linear Kernel

K(−→x i,
−→x j) = −→x i

T
.−→x j . (9)
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2. Radial Basis Function (RBF) Kernel

K (−→x i,
−→x j) = exp(−γ∥−→x i − −→x j∥

2
), (10)

where γ is the parameter of RBF kernel.
3. Sigmoid Kernel

K (−→x i,
−→x j) = tanh(γ

(−→x i
T
.−→x j

)
+ c). (11)

3. Results and Discussion
3.1. Data Exploration

Exploratory data analysis to determine the characteristics
of Lombok’s foreign tourist visits can be reviewed with a plot as
shown in Figure 2.

(a)

(b)

Figure 2. (a) Data plot and (b) Decomposition plot

Figure 2a illustrates the data does not fluctuate at the av-
erage shown on the blue line. The data increased until 2018 and
decreased significantly in mid-2018. The COVID-19 pandemic
caused no tourist arrivals in 2020-2021, and gradually increased
after the pandemic ended. Every year tourist visits increase in
certainmonths, this is also shown in the seasonal Figure 2bwhich
means there is seasonality in the data.

3.2. Data Splitting
The model is formed with training data taken from January

2014 to December 2022 as many as 108 observations. The pur-
pose of partition of the data is to choose the optimal model ac-
cording to the most significant coefficients, as well as the least
value of AIC and satisfaction of the residual assumption. Then,
the performance of the model is tested on testing dataset pre-
sented by 14 observations for the period from Januari 2023 to

February 2024. This data partitioning ensures an equal number
of observations for both the SARIMA and SVM models.

Figure 3. Split of testing and training data

3.3. Seasonal ARIMA Model
Classical model assumptions such as SARIMA require that

data be stationary in both mean and variance. Stationarity is
checked using ACF and PACF plots to observe the characteristics
of lag patterns, along with testing using the ADF and the resulting
lambda value.

(a)

(b)

Figure 4. (a) ACF and (b) PACF data

Table 2. Stationary check

ADF Test Lambda Value
0.4771 0.8481
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Table 3. SARIMA tentative model parameter estimation

Model Parameters Coefficient P-Value Parameter Significance AIC

SARIMA(2,1,1)(1,0,1)12

AR(1) -0.4046 2.87e-05 Sig.

1888.312
AR(2) -0.1480 0.1264 No sig.
MA(1) -1.0000 2.2e-16 Sig.
SAR(1) 0.3550 0.2407 No sig.
SMA(1) -0.0971 0.7594 No sig.

SARIMA(0,1,1)(1,0,1)12
MA(1) -0.9999 2e-06 Sig.

1900.352SAR(1) 0.4363 0.0694 No sig.
SMA(1) -0.1476 0.5633 No sig.

SARIMA(2,1,1)(1,0,0)12
AR(1) -0.4072 2.447e-05 Sig.

1886.408
AR(1) -0.1470 0.12907 No sig.
MA(1) -0.9999 2.2e-16 Sig.
SAR(1) 0.2637 0.00435 Sig.

Data on foreign tourist arrivals are not stationary in aver-
age, illustrated from the ACF plot has a sinusoidal pattern or lag
tails off, and the ADF test p-value> α (0.05), while the PACF plot
is cut off. Stationary data in the variety is determined from the
lambda value, the test results show a λ = 0.8 or close to 1, ac-
cording to [18] if lambda is in the rounded value or λ= 1 is done
by theXt value itself, or the data is not transformed which means
the data is stationary in variety. The training data was differen-
tiated (d = 1) in the average, so that the data became stationary
with the resulting ADF test, p-value (0.01) < α(0.05).

(a)

(b)

Figure 5. (a) ACF and (b) PACF Plot of differencing results

By differencing once, the ACF plot (Figure 5a) shows
significance at lag 1, indicating that the series has a strong
correlation at that lag, while the PACF plot (Figure 5b) shows
significance at lag 2 in the non-seasonal model. Addition-

ally, in the seasonal model, the significant pattern at lag 12
onwards indicates stationarity in the data, hence there is no
need to differentiate for seasonality. The tentative models
obtain are SARIMA(2,1,1)(1,0,1)12, SARIMA(0,1,1)(1,0,1)12,
SARIMA(2,1,0)(1,0,1)12, SARIMA(2,1,1)(0,0,1)12, and
SARIMA(2,1,1)(1,0,0)12.

The tentative models formed are estimated parameters on
several possible models as in Table 3. The best parameter es-
timates are shown in the p-value of the model coefficient <
α(0.05) or significant.

In the first model, significant parameters are only found in
ϕp (B)and θq (B) components, with the AIC 1888.312, and the
second model with the highest AIC shown the significant param-
eter only in θq (B), especially in the third model are only sig-
nificant in ϕp (B), θq (B) and ΦP (Bs). Overall, the five ten-
tative models resulted in all parameter values being insignifi-
cant to the model. However, the third model has the smallest
AIC value. Asymptotically, AIC is calculated by minimizing the
squared error of the prediction or estimate [19]. For this rea-
son, the SARIMA(2,1,1)(1,0,0)12 model was selected for further
analysis to a diagnostic test of the residuals. Diagnostic tests are
important to ensure that the residuals are white noise, which is
explained by the assumptions of normality of the distribution and
non-autocorrelation of the distribution.

Table 4. Residuals assumption test

Jarque-Bera Test Ljung-Box Test (Residuals2)
2.2e-16 0.0001359

Figure 6. Diagnostic model
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Table 5. Overfitting model

Model Parameters Coefficient P-Value Residuals AIC

SARIMA (0,1,2)(0,0,1)12
MA(1) -1.3987 2.2e-16

No white noise 1886.114MA(2) 0.3987 4.311e-05
SMA(1) 0.2330 0.004458

SARIMA (3,1,0)(1,0,0)12
AR(1) -1.0996 2.2e-16

White noise 1909.185
AR(2) -0.8098 1.726e-12
AR(3) -0.3652 4.300e-05
SAR(1) 0.2872 0.001706

The autocorrelation plot of the second SARIMA model in
Figure 6 shows that there are no significant lags, which means
that the assumption of non-autocorrelation is met or indicates
that there is no autocorrelation in the model residuals. However,
the histogram shows that the residuals do not follow a normal
distribution, which is confirmed by the Jarque-Bera Test p-value
< α (0.05). In addition, there is a violation of the assumption of
homoscedasticity, which means that the residuals are not white
noise. The overfitting process to identify the bestmodel is shown
in Table 5.

After overfitting, it can be seen that the
SARIMA(3,1,0)(1,0,0)12 model has a higher AIC value than
the first model of the overfitting model, but the residu-
als exhibit white noise characteristics or no violations of
assumptions in residual homoscedasticity, residual indepen-
dence, and residual normality. Based on these tests, the
best model for Seasonal ARIMA is SARIMA(3,1,0)(1,0,0)12 or(
1− ϕ1B − ϕ2B

2 − ϕ3B
3
) (

1− Φ1B
12
)
(1−B)Xt = et with

an RMSE is 1041.9.

3.4. Support Vector Machine Model

Input and output variables of SVM using lag 1, the data is
shown in Table 6.

Table 6. Value of variables

Xt Yt

5105 4862
4862 5987
5987 5413
...

...
4958 7748

The output variable (Y t) is the value 1 month after, so each
data totals 121 observations. In SVM model, the parameters are
selected through a tuning process. This process aims to identify
the optimal parameters that will improve the performance of the
model on the training data. The initial stage in performing pa-
rameter tuning is to determine the range of parameter values of
the linear, RBF, and Sigmoid kernels namely c, γ, ε. The range of
parameter values used in this study can be seen in Table 7.

Table 7. Value of parameters

Parameters Range Values
c (cost) 22, 23, …, 29

γ (gamma) 2, 22, 23

ε (epsilon) 0.01, 0.1, 0.0005

Each combination of parameters is tested and evaluated to
determine which configuration gives the best results. The results
of the optimal parameter tuning process are presented in Table 8,
which are the best parameters found to be most effective in opti-
mizing SVM model accuracy and predictive power on the trained
data.

Table 8. Best SVM parameters

Gamma Cost Epsilon
2 4 0.01

After obtaining the optimal SVM parameters, the next step
was to test these parameters with several SVM kernels: linear,
RBF (Radial Basis Function), and sigmoid, to determine the best
model configuration. Each kernel was tested on the optimal pa-
rameter combinationwith γ=2, c=4, and ε=0.01. The perfor-
mance of each kernel is evaluated with the smallest RMSE value.
It is considered the most suitable kernel to minimize RMSE in the
SVM model so that it can provide appropriate prediction results.

Table 9. SVM model selection

SVM Kernel RMSE
Linear 238.655
Radial 1023.35
Sigmoid 129052

The smallest error value measured by RMSE is found in the
linear kernel, which has an RMSE of 238.655. This shows that the
SVM model using the linear kernel is the best among the tested
SVM kernels, next the radial basis function (RBF) kernel is higher
than the linear kernel and lastly the sigmoid kernel has the high-
est RMSE among the three, thus making it the least effective SVM
model among the three. This comparison shows that the linear
kernel in the SVM model can be compared with the best SARIMA
model.

3.5. Comparison of SARIMA and SVM Model
Based on the test results using training data with the

SARIMA and SVM models, the RMSE value of SVM with a linear
kernel is smaller than SARIMA, so it is said that the SVM model
is the best in forecasting the number of foreign tourist arrivals
through the Lombok arrival gate. The both prediction and fore-
casting results of the model are shown in Figure 7.

In the SARIMA model (Figure 7a), the black line shows the
actual data, while the red line shows the model predictions. The
pattern shows that the prediction closely matches the actual
data, although it does not fully capture the entire pattern. In con-
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(a)

(b)

Figure 7. Actual and predicted data of : (a) SARIMA and (b)
SVM Models

trast, the SVM model (Figure 7b) produces a prediction pattern
that follows the actual data more accurately, this is shown in the
smaller error value. The forecasting results of the two models for
the next 10 months, the SARIMA model continue the actual data
pattern very closely, which indicates consistent forecasting per-
formance. While in the SVM model, the forecasting results show
a downward trend every period and do not follow the data pat-
tern. Comparative analysis of forecasting on both models shows
that the SARIMA model can provide forecasting results that are
closer to historical data patterns.

4. Conclusion
The SARIMA model forecasting results can follow the ac-

tual data pattern which means SARIMA is better at forecasting
the number of foreign tourists, especially through the Lombok
International Airport entrance, and the SVM model can capture
nonlinear patterns in the data as indicated by the smallest RMSE.
To improve forecasting accuracy, we can propose an intervention
process in the SARIMA model which is known to occur in the
COVID-19 pandemic in that time range, or can perform a hybrid
process so that the model can capture linear and nonlinear pat-
terns in the data.
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