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ABSTRACT. Machine learning classification is an effective tool for categorizing data based on patterns, which is
particularly useful in analyzing the Human Development Index (HDI) in Indonesia. HDI serves as a key indicator
of regional development progress, making it crucial to classify HDI categories at the regency/city level to support
targeted development planning. This study aims to compare the performance of three ensemble-based classification
methods—Random Forest, XGBoost, and LightGBM—in classifying HDI categories in Indonesia. Data from the Cen-
tral Bureau of Statistics (BPS) in 2023, comprising 514 observations across nine variables, was used for analysis. The
study applied these algorithms to analyze the most influential variables affecting HDI. The results show that LightGBM
outperformed both Random Forest and XGBoost, achieving an accuracy of 0.937 without outlier handling and 0.944
with outlier handling. Additionally, per capita expenditure was identified as the most influential factor in predict-
ing HDI. These findings contribute to the field of statistical modeling by demonstrating how ensemble methods can
improve classification accuracy and provide valuable insights for data-driven policymaking, thus enhancing regional

development planning and supporting future HDI-related research.

1. Introduction

The Human Development Index (HDI) is a measure of hu-
man development achievement for a region or area based on
several essential components of quality of life formed through
three main dimensions, namely long and healthy life using life
expectancy at birth indicators, knowledge measured using ex-
pected years of schooling and average years of education, and
a decent standard of living using purchasing power indicators
through actual expenditure per capita. Indonesia’s HDI in 2023
reached 74.39, an increase of 0.62 points (0.84 percent) com-
pared to the previous year, which was 73.77 [1].

Predicting HDI accurately is an essential challenge for the
government in determining development programs that are right
on target and by regional priorities [2|. In addition, the level
of achievement of HDI values in each district/city in Indonesia
is influenced by the development programs implemented by the
local government. The selected development program must be
by the priorities and right on target based on the HDI category
owned by each region. Therefore, a decision system is needed to
accurately determine the classification of HDI categories in each
district/city in Indonesia [3]. In machine learning, classification
is a supervised learning technique employed to examine a given
dataset and develop a model that divides the data into specific
and distinct categories [4].

Decision trees are widely regarded as simple and intuitive
tools for predicting outcomes, as they separate "high” and "low”
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values of a predictor about the target variable. However, despite
their advantages, decision tree methodologies often need more
accuracy when applied to complex datasets, such as those involv-
ing large volumes of data or intricate interactions between vari-
ables [5].

In addition, the method can produce less stable trees where
small changes in learning data can cause significant changes in
the trees formed and tend to overfit. Hence, to increase stability
and avoid overfitting, the ensemble method is applied. Ensemble
classification is considered more resistant to noise and can min-
imize bias and variance compared to single learning [6]. Ensem-
ble classification is a method that combines several classification
algorithms to increase model power and improve classification
performance [7].

Several comparative studies of classification methods have
been conducted, such as research conducted by Airlangga (8],
which compared ensemble technique classification methods such
as Extra Trees Classifier and LightGBM with traditional machine
learning algorithms. The analysis showed that ensemble classifi-
cation methods such as Extra Trees Classifier and LightGBM per-
form better than non-ensemble classification methods. In addi-
tion, research in the classification of dry beans using a compari-
son of the Gradient Boosting Machine, Random Forest, and Light
GBM methods [9] showed that LightGBM is the best classifica-
tion method. Therefore, this study aims to compare classifica-
tion methods, namely Random Forest, XGBoost, and LightGBM,
on the 2023 Human Development Index data. The results of this
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study can provide information related to the classification of HDI,
the level of classification accuracy, and variables that affect the
HDI.

2. Methods
2.1.  Data and Data Source

The data used in this study is secondary data derived from
the Central Statistics Agency (BPS) website in 2023. The data has
514 observations from all regencies/cities in Indonesia with the
Human Development Index (Y") as the response variable, which
is divided into four categories and consists of eight explanatory
variables, namely Life Expectancy (X, ), Average Years of School-
ing (X,), Per Capita Expenditure (X ), Percentage of Poor Pop-
ulation (X,), Expected Years of Schooling (X;), Open Unem-
ployment Rate (X), Labor Force Participation Rate (X ), and
Percentage of Households with Access to Adequate Drinking Wa-
ter Sources (X ), According to [1], human development achieve-
ments in a region at a particular time can be grouped into four
groups. This grouping aims to organize regions into groups sim-
ilar to human development achievements.

1. Very high category : HDI > 80

2. High category: 70 < HDI < 80

3. Medium category: 60 < HDI < 70
4. Low category: HDI < 60

An explanation of the data types of the nine variables used
in this study is presented in Table 1.

Table 1. Description of response variables and explanatory

variables
Variables  Description Data Type
Y Human Development Index (HDI) Categorical:
1 = low
2 = medium
3 = high
4 = very high
X1 Life Expectancy Numerical
X5 Average Years of Schooling Numerical
X3 Per capita expenditure Numerical
X4 Percentage of Poor Population Numerical
X5 Expected Years of Schooling Numerical
Xs Open Unemployment Rate (TPT) Numerical
X7 Labor Force Participation Rate Numerical
(TPAK)
X3 Percentage of Households with Ac-  Numerical
cess to Adequate Drinking Water
Sources

2.2.  Data Analysis Steps

The classification analysis steps using HDI data are as fol-
lows:

1. Perform data pre-processing.

2. Divide the data with 80% training data and 20% testing data.

3. Perform classification using Random Forest, XGBoost, and
LightGBM methods without handling outlier data.

4. Perform classification using the Random Forest, XGBoost,
and LightGBM methods with outlier data handling using the
Interquartile Range (IQR) method, replacing outlier values
with the median or values closer to the IQR limit.

5. Comparing the three methods based on the best accuracy
value.

6. Determine the explanatory variables that have the most in-
fluence on HDI data.

2.3.  Random Forest

Breiman introduced the Random Forest method in 2001.
Random forest has two functions, namely classification and pre-
diction [4]. Random forest is one of the classification algorithms
included in ensemble learning [10]. Random forest performs clas-
sification by adopting an ensemble approach from various trees
through majority emergence to reach the final decision [11]. The
following is the process in random forest classification presented
in Figure 1 [12].

Training K Bootstrap
Data Samples \
K Decision
Tree
Final aggregate K /
Prediction Prediction

Figure 1. Random forest process

2.4. XGBoost

XGBoost stands for eXtreme Gradient Boosting, is an en-
semble learning algorithm with a boosting method developed by
Tianqi Chen in 2014. The XGBoost algorithm is decision tree-
based [13] and is based on gradient boosting, which centers on
examples misclassified by previous classifiers [14]. XGBoost is
designed to prevent overfitting and optimize computational ca-
pability by simplifying the objective function that combines pre-
dictive and regularization terms, which controls model complex-
ity and prevents overfitting while maintaining optimal computa-
tional speed [15].

In a tree-based algorithm, the inner nodes represent the
values for the testing attributes and the leaf nodes with scores
represent the decisions. The prediction result is the total score
predicted by the K tree as eq. (1) [16].

k
G1=> fr(w), fr€F, (1)
k

where each paragraph can be composed of multiple subpara-
graphs, the 7" | I(y;,91) is a loss function that can be differ-
entiated to measure whether the model is suitable for the train-
ing dataset and the }_;" | Q(fx) is an item that determines the
complexity of the model which can be seen in eq. (2).

obj(0) = > Uy, i) + >_ Q). 2)

i—1 i—1

2.5.  LightGBM

LightGBM stands for Light Gradient Boosting Machine,
which is one of the developments of gradient boosting that uses a
decision tree-based learning algorithm developed to have higher
speed [17]. Basic classifiers with decision trees are generated
during training process, and weight parameters are calculated
for each classifier in iterations [12].

fm (X) = 01f1(X)+0afe (X)+ -+ Omfm(X). ()
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All the base classifiers and their weights are then integrated to
create the final model as eq. (3). From eq. (3), f,, (X) means the
base classifier and 9m represent the weight parameter of each
classifier.

3. Results and Discussion
3.1. Data Pre-Processing

Before classification, the data must be pre-processed to en-
sure the dataset is clean and suitable for analysis. This includes
checking for missing values in the data, with the results showing
no missing values. Next, this process involves checking for multi-
collinearity and identifying outliers. From 514 observations, the
proportion of HDI response variables is shown in Figure 2.

0/100

25

L[ [ |

AW N

50

percentage
Figure 2. Proportion of HDI categories

Based on Figure 2, the proportion of low categories is 3.30%
in as many as 17 observations, medium categories are 22.40% in
as many as 115 observations, high categories are 62.80% in as
many as 323 observations, and very high categories are 11.50%,
as many as 59. Next, make a correlation between variables, here
is a display of the correlation between variables in Figure 3.
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Figure 3. Heatmap correlation between variables

Based on the correlation matrix in Figure 3, it can be seen
that the education dimension, specifically the correlation results,
shows that Life Expectancy (X, ) has a strong positive relation-
ship with Per Capita Expenditure (X,) and Average Years of
Schooling (X,). In contrast, the Percentage of Poor Population

(X ,) negatively correlates with X; and X3. A strong relation-
ship between X5 and Expected Years of Schooling (X ;) is also
observed. Other variables, like the Labor Force Participation Rate
(X;) and the Open Unemployment Rate (X ), show weaker cor-
relations. These correlations are crucial to consider for multi-
collinearity in the classification analysis.

Then, multicollinearity and outlier data are checked, pre-
sented in Table 2 and Figure 4. In checking no multicollinearity,
it uses the VIF value or the value of the correlation matrix of all
variables. The following are the results of multicollinearity test-

ing.

Table 2. Multicollinearity in explanatory variables

X1 X3 X3 X4
2.714896 3.631882 2.749658  2.443979
X5 XG X7 XS
2.641420 1.616458 1.416050 1.474205

In Table 2, shows that the VIF value given between HDI vari-
ables has a VIF value of less than 10 (VIF < 10). So, there is no
multicollinearity between all the variables.

X1 [ X2 [ X3 [ X4

’ e - »- - ¥

3 - &+ - 1

2 — - -l - ——
e - —1B- } —-
g " Il m I x Il m ]
” 5+ -m— ¥ - . o
s 4 —— Ml e |
2 +- - —l-- --—l
n—l- - - —lll- —ER-

4 8 2 16 0 3 6 9 12
value

50 60 70 80 90 0 25 50
Figure 4. Outlier data checking

This boxplot shows that some variables have extreme val-
ues that deviate from the main data distribution. The black dots
outside the whiskers on the boxplot represent values that are far
outside the interquartile range. Some variables, such as life ex-
pectancy (X7) and access to safe drinking water (Xg) have few
outliers, while variables such as expenditure per capita (X3) and
percentage of poor people (X4) show more outliers, especially in
the medium and high HDI categories. X5 shows low and medium
HDI outliers, reflecting significant educational variations. X5 has
outliers in high and very high HDI, indicating differences in the
predicted length of education. Xg has outliers in low and very
high HDI, reflecting significant variations in unemployment rates.
X7 has outliers in low and medium HDI, reflecting differences in
labor force participation. This suggests a large variation in the
data for certain variables that may need to be considered in fur-
ther analysis.

3.2. Classification Analysis

After pre-processing the data, the next step is classifica-
tion analysis, which categorizes data into predefined classes or
groups based on specific features or attributes. The classifica-
tion using Random Forest, XGBoost, and LightGBM methods. The
classification results with and without outlier data handling are
shown in Table 3.
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Table 3. Classification accuracy results

Method Accuracy
Random Forest 0.921
Without Outlier Handling XGBoost 0.911
LightGBM 0.937
Random Forest 0.911
Outlier Handling XGBoost 0.931
LightGBM 0.944

Based on these results in Table 3, it is found that the Light-
GBM method is the best in determining the classification of Hu-
man Development Index data. In addition, the accuracy obtained
from the three methods is similar when handling outlier data
or not handling outlier data. The following displays of the ac-
curacy comparison between the LightGBM, Random Forest, and
XGBoost methods with and without outlier handling. Outlier
handling is marked in green, while without outlier handling is
marked in blue, as shown in Figure 5.

0.921 0.931

. N
OQ’Q & <&
& & &
) S +
&
Metode

0.911

1.00 0944 (o037
0

II 0911
0.00 I

g
o

Penanganan Outlier
B outier Handiing
B without Outier Handiing

Akurasi
o
o
3

0.

N
&

Figure 5. Bar chart of classification model accuracy

Basen on Figure 5, LightGBM shows higher accuracy with
outlier handling, which is 0.944 compared to 0.937 without out-
lier handling. In Random Forest, the accuracy without outlier
handling was 0.921, but after outlier handling, the accuracy
slightly decreased to 0.911. In XGBoost, the accuracy without
handling is 0.911 and increases with outlier handling to 0.931.
Overall, the LightGBM method showed higher accuracy than the
other methods. Furthermore, determining the most influential
explanatory variables on HDI using the LightGBM method as
shown in Figure 6.

X3
X2
X5
X1
X4
X8
X6

X7

o
°
o
o
N}
<)
w
o
s

Figure 6. Most important explanatory variables

Based on Figure 6, it was found that the explanatory vari-
able of per capita expenditure was the most influential, followed
by the explanatory variables of average and expected years of
schooling.

4. Conclusion

The performance of the three machine learning methods,
Random Forest, XGBoost, and LightGBM, are compared based on
the data used. LightGBM is the best-performing method in accu-
racy, both with and without outlier handling. LightGBM achieves
the highest accuracy, 0.937 without outlier handling and 0.944
with outlier handling, demonstrating its ability to handle data,
including data cleaned of extreme values effectively.

However, XGBoost increases accuracy after outlier han-
dling, from 0.911 to 0.931, and is resilient to extreme values;
LightGBM remains more consistent and efficient. On the other
hand, although achieving a good accuracy of 0.921 without out-
lier handling, Random Forest experiences a decrease in perfor-
mance (0.911) once outliers are addressed, indicating that this
model is more sensitive to changes in the data distribution.

It is also important to note that the variable per capita ex-
penditure has been identified as the most influential factor in
the predictions. Understanding the impact of this variable has
significant implications, particularly in the context of the Human
Development Index (HDI) classification. This variable can provide
valuable insights into socio-economic conditions and contribute
to more accurate HDI assessments.
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