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Optimizing Random Forest Parameters with Hyperparameter Tuning
for Classifying School-Age KIP Eligibility in West Java

Silfiana Lis Setyowati1,2,∗, Asyifah Qalbi1, Rafika Aristawidya1, Bagus Sartono1, and
Aulia Rizki Firdawanti1

1Study Program of Statistics and Data Science, IPB University, Bogor, Indonesia
2Ministry of Higher Education, Science, and Technology, Indonesia

ABSTRACT. Random Forest is an ensemble learning algorithm that combines multiple decision trees to generate a
more stable and accurate classification model. This study aims to optimize Random Forest parameters for classifying
school-age students’ eligibility for the Kartu Indonesia Pintar (KIP) in West Java, based on economic factors. The
research uses secondary data from the 2023 National Socio-Economic Survey (SUSENAS) of West Java, with a sample
size of 13,044 individuals. To address class imbalance, Synthetic Minority Oversampling Technique (SMOTE) is applied.
Hyperparameter tuning through grid search identifies the optimal combination of parameters, including the number
of trees (ntree), random variables per split (mtry), and terminal node size (node_size). Model performance is evaluated
using balanced accuracy, sensitivity, and specificity. Results indicate that the optimal parameters (mtry = 5, ntree =
674, node_size = 26) yield a balanced accuracy of 65.47%. Significant variables include PKH status, floor area of
the house, source of drinking water, and building material type. The model accurately identifies students in need of
educational assistance. In conclusion, optimizing Random Forest parameters improves the accuracy of KIP eligibility
classification, supporting educational equity policies in West Java. These findings provide a foundation for developing
more effective beneficiary selection systems for educational aid.

This article is an open access article distributed under the terms and conditions of the Creative Commons
Attribution-NonComercial 4.0 International License. Editorial of JJoM: Department of Mathematics, Uni-
versitas Negeri Gorontalo, Jln. Prof. Dr. Ing. B. J. Habibie, Bone Bolango 96554, Indonesia.

1. Introduction

Education is a fundamental right of every Indonesian citi-
zen, as stipulated in Article 31 paragraph 1 of the 1945 Constitu-
tion which states that ”Every citizen has the right to education.”
In fact, access to education in Indonesia is still unequal, especially
for children from poor and vulnerable families. This inequality
is reflected in the Gross Participation Rate (APK) and Pure Par-
ticipation Rate (APM) data at various levels of education, which
varies in each region in Indonesia. Nationally, BPS data for 2023
[1] shows that the APK at the SD/MI level reached 104.53% with
an APM of 98.20%, indicating that most children aged 7-12 years
attended the appropriate level. However, at the SMP/MTs level,
the APK dropped to 94.69% and the APM to 83.61%, while at the
SMA/SMK/MA level the decline was even more significant, with
an APK of only 79.07% and an APM of 59.01%. This decline shows
that the higher the level of education, the more children are not
attending school at their age. This limited access to education
is influenced by economic constraints. The same condition also
occurs in West Java Province, which is one of the provinces with
the largest population in Indonesia. BPS data for 2023 shows that
the APK at the SD/MI level in West Java was 104.46% with an APM
of 96.75%. Meanwhile, at the SMP/MTs level, the APK reached
99.61% and the APM dropped to 76.73%, and at the SMA/SMK/MA
level, the APKwas recorded at 90.94%with an APMof only 69.70%.
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Compared to the national average, West Java has higher APK and
APM at the SMA/SMK/MA level, but there are still around 30% of
school-age children who have not attended the appropriate level.
This decline in education participation indicates a serious chal-
lenge in ensuring equitable access to education, especially at the
secondary level.

Many school-age children, especially from poor and vulner-
able families, are unable to fully enjoy their right to education
due to financial constraints. This inequality is one of the main
causes of educational inequality. The government has attempted
to launch the Kartu Indonesia Pintar (KIP) Program as a strategic
effort to improve access to education. The program is designed
to provide assistance for children from poor and vulnerable fami-
lies to continue their education up to secondary and tertiary lev-
els [2]. KIP aims to ensure that no child drops out of school due
to financial constraints, in line with the government’s vision of
improving education equity and the quality of human resources.

The KIP program has played a significant role in improving
access to education for children from poor and vulnerable fami-
lies in Indonesia. Prior to the launch of KIP, data showed that APK
and APM at the secondary education level were still low. Based
on data from the Central Bureau of Statistics (BPS), in 2014, the
APK of SMA/SMK/MA level nationally only reached 78.02%, while
the APM was at 60.67% [3]. After KIP was launched in 2015, there
was a significant increase in school participation. In 2018, the
APK at the same level increased to 82.84%, while the APM reached
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63.07% [4]. This increase shows that the KIP program has success-
fully encouraged more children to continue their education to
higher levels and reduced dropout rates. This is supported by a
report from the Ministry of Education and Culture (MoEC) which
notes the positive impact of KIP on reducing dropout rates. At
the primary education level, the number of children who dropped
out of school decreased from 60,066 in the 2015/2016 academic
year to 32,127 in the 2017/2018 academic year [2]. This data
indicates that the implementation of KIP has helped to address
inequality in access to education in Indonesia, increase school
participation, and support the government’s vision of education
equity. Although this program has been successful in addressing
the education gap, its implementation in the field still faces vari-
ous challenges, especially related to inaccurate targeting. Based
on a report by the Central Bureau of Statistics [1] and found that
many KIP recipients do not meet the eligibility criteria, children
from poor families who actually need assistance are often not ac-
commodated. This targeting inaccuracy causes the program to
be ineffective, so improving the accuracy of KIP distribution is
an urgent need. The government needs to develop a more ac-
curate and transparent data-based selection mechanism so that
this program truly targets the groups in need.

To address the challenges of ensuring equitable access to
education and improving the accuracy of programs like Kartu In-
donesia Pintar (KIP), machine learning methods such us random
forest, offer an effective solution. Random forest is an ensem-
ble learning method that combines many decision trees to pro-
duce a more accurate model. Random forest has several advan-
tages such as the ability to handle data with complex variables
and stable performance when there is noise in the data. Previ-
ous research shows the superiority of the random forest algo-
rithm in terms of classification. Nabillah et al. [5] in his research
concluded that random forest provides the highest accuracy of
78.02% compared to other algorithms such as k-nearest neigh-
bors, naive bayes classifier, and C4.5 algorithm in the classifica-
tion of educational aid recipients. Another study conducted by
Luchia et al. [6] concluded that with chi-square and information
gain-based feature selection, random forest achieved 99% accu-
racy, outperforming the support vector machine (SVM) algorithm
which reached 98%.

On the other hand, the success of the random forest algo-
rithm is highly dependent on the parameters used, such as the
number of trees, the depth of the trees, and the number of fea-
tures selected at each branch. Erlin [7] and Mualfah et al. [8]
highlighted that without parameter optimization, Random For-
est performance can degrade, especially when used on unbal-
anced or complex data. Based on this, it means that parame-
ter optimization is an important step to maximize model per-
formance, one of the techniques that can be used to optimize
parameters is hyperparameter tuning. Research conducted by
Tan et al. [9] shows that the combination of random forest algo-
rithm with Synthetic Minority Oversampling Technique (SMOTE)
method with hyperparameter tuning can effectively overcome
class imbalance in wireless sensor network intrusion detection.
This underscores the importance of proper method selection and
parameter optimization to maximize the performance of random
forest algorithms in various application contexts. However, pre-
vious studies did not specifically compare the effectiveness of

combining SMOTE with grid search tuning and SMOTE with hy-
perparameter tuning. This gap highlights the need for further re-
search to evaluate and compare these approaches, as the choice
of tuning method can significantly influence the overall perfor-
mance of random forest algorithms when dealing with imbal-
anced datasets.

This research uses the random forest algorithm to improve
the classification accuracy of Kartu Indonesia Pintar (KIP) recipi-
ent eligibility. Considering the ongoing challenges in accurately
targeting and providing fair access to education aid, this research
is essential to enhance the efficiency and success of the KIP pro-
gram. By addressing these challenges, the study aims to en-
sure that educational aid is distributed appropriately, prioritiz-
ing the most disadvantaged and vulnerable populations, thereby
supporting the broader goal of reducing educational inequality
in Indonesia. This study applies hyperparameter tuning to op-
timize performance of random forest model using two key ap-
proaches: grid search and random search. Grid search system-
atically combines key parameters, including the number of trees
(n_tree), the number of features per split (m_try), and the mini-
mum terminal node size (node_size). In contrast, random search
randomly samples hyperparameter combinations within prede-
fined ranges. Both methods are utilized to compare their perfor-
mance in improving the Random Forest model. Each combination
of hyperparameters is evaluated using cross-validation, with met-
rics such as balanced accuracy, sensitivity, and specificity used to
determine the optimal configuration. By optimizing the random
forest parameters, this study aims to produce a more accurate
model for use in the selection process of education aid recipi-
ents. This approach differs from previous studies, which focused
more on method comparisons or feature selection. Furthermore,
this study refines previous research by evaluating and comparing
the performance of optimal SMOTE random forest parameters
using both grid search and random search methods. The goal
of this research is to optimize the random forest parameters to
enhance the classification accuracy of school-age KIP recipients
in West Java based on economic conditions. The results of this
study are expected to produce an accurate model that can pro-
vide policy recommendations for educational equity, particularly
in West Java.

2. Methods
2.1. Research Procedures

The research flow is exploring and pre-processing data,
splitting data, modelling using random forest with hyperparame-
ter tuning on training data, evaluationmodel on training data and
testing data using sensitivity, specificity, and balanced accuracy.
The best model is selected based on the high value of sensitiv-
ity, specificity, and balanced accuracy. based on the best model,
the important variables that become the constituent factors in
the observed response variables are obtained. This research was
conducted following the steps of the research flowchart in Fig-
ure 1.

2.2. Data Source

The data used in this study is primary data from the 2023
National Socio-Economic Survey (SUSENAS) ofWest Java Province
conducted by BPS. The population in this study consists of
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Figure 1. Research procedure

school-age children, aged 6-18 years, totaling 13.044 individu-
als. The response variable is the ownership status of the Kartu
Indonesia Pintar (KIP) among school-age children, while the pre-
dictor variables are factors that are believed to influence the KIP
ownership status. There are 25 predictor variables, which are
detailed in Table 1.

2.3. Data Analysis

The analysis procedure is performed using the R software.
The data pre-processing stage is carried out to convert raw data
into a form that can be understood by the system. The modeling
stage is conducted to build the model, generate predictions, and
evaluate to obtain the best model. The steps in the data analysis
for this study are as follows:
1. Data pre-processing

(a) Prepare the KIP data and predictor variables from the
2023 SUSENAS data of West Java.

(b) Categorize the status of school-age KIP recipients in
West Java.

(c) Perform exploration to understand the characteristics
of the data.

(d) Remove highly correlated variables to avoid multi-
collinearity. Multicollinearity can affect stability [10].

(e) Split the data into two parts, with 80% for training and
20% for testing.

(f) Identify potential imbalance issues in the data. If data
imbalance is detected, apply data handling techniques
such as Synthetic Minority Oversampling Technique
(SMOTE) to address the imbalance. Fernandez at al.
[11] demonstrate the superior effectiveness of SMOTE

Table 1. Predictor variables in the study

Code Variables Measurement
Scale

R1101 health insurance ownership status Binary
R1802 residential building ownership status Binary
R1804 floor area of residential building Numeric
R1806 main house material of the widest

house roof
Nominal

R1807 main house material of the widest
house wall

Nominal

R1808 main house material of the widest
house floor

Nominal

R1810A main water source for drinking Nominal
R1817 main types of fuel for cooking Nominal
R1901A KUR receipt status Binary
R1901B Sources of credit loans at commercial

banks other than KUR
Nominal

R2001A ownership status of 5.5 kg LPG gas Binary
R2001B refrigerator ownership status Binary
R2001C AC ownership status Binary
R2001D water heater ownership status Binary
R2001E landline phone ownership status (PTSN) Binary
R2001F computer/laptop ownership status Binary
R2001G gold/jewelry ownership status (min 10

grams)
Binary

R2001H motorcycle ownership status Binary
R2001I boat ownership status Binary
R2001J motorboat ownership status Binary
R2001K car ownership status Binary
R2001L flat screen television ownership status

(min 30 inch)
Binary

R2001M land ownership status Binary
R2101A largest source of financing in house-

holds
Nominal

R2203 Recipient Status of PKH Binary

in improving classification performance compared to
other oversampling techniques, as the synthetic data
produced is more representative and helps the model
generalize better to unseen data.

2. Random Forest Modelling with Hyperparameter Tuning
Modeling is carried out using the random forest technique,
with data handled using SMOTE, and the following parame-
ters are set:
i. Parameter Combination with grid search:
1) n-tree
The number of trees tested are 100, 500, and 1000
to evaluate the model’s stability. A larger number
of trees generally provides a more stable model
but requires longer computation time [12].

2) m-try
This value represents the number of random pre-
dictor variables considered at each node split. m-
try is set to 2, 4, and 6 based on the recommen-
dation [13], which suggests setting m-try to

√
p,

where p is the number of predictor variables. Ex-
periments with low (2), medium (4), and high val-
ues are expected to illustrate the impact of ran-
dom predictor variables on each node in terms of
the model’s performance.
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3) node_size
This value represents the minimum terminal node
size. It is set to 1, 5, and 10 to evaluate the
model’s granularity. A small value (1) allows the
model to capture details well but may be prone
to overfitting, while larger values (5 and 10) help
reduce overfitting while maintaining model per-
formance [14].

ii. Hyperparameter tuning is performed to determine the
best parameter values using a 5-fold cross-validation
method with random search.

3. Model Evaluation
Evaluation is conducted to measure the model’s perfor-
mance in classifying the classes correctly. In this study, the
positive class refers to school-age children who do not have
a KIP, and the negative class refers to children who possess a
KIP. Model evaluation focuses on sensitivity, specificity, and
balanced accuracy.
(a) Sensitivity
Sensitivity is themodel’s ability to correctly classify the
positive class, in this case, school-age children who do
not have a KIP. Sensitivity is important to ensure the
model does not misidentify children who should not
be eligible for KIP as eligible recipients. It is also crucial
for identifying groups that deserve attention because
they are not receiving KIP despite being eligible.

(b) Specificity
Specificity shows the model’s ability to correctly iden-
tify the negative class, which in this case is school-age
children who have a KIP. Specificity is important to en-
sure children who already have KIP are not misclassi-
fied as not receiving KIP. This metric helps identify er-
rors in classifying children who are already beneficia-
ries of the program.

(c) Balanced Accuracy
Balanced Accuracy is the average of sensitivity and
specificity. This metric is suitable for imbalanced
data, as it gives equal weight to performance on both
classes. In this case, balanced accuracy provides a fair
view of both KIP recipients and non-recipients, thus
avoiding bias towards the dominant class.

4. Selecting the Best Model
The best model is determined by comparing the evaluation
metrics from the SMOTE Random Forest model with param-
eters from step (2.a.i), and the Random Forest model with
hyperparameter tuning. The model with the highest metric
values is considered the better model.

5. Variables Importance
The best model that has been obtained is then used to iden-
tify important variables that affect the response variable.
These important variables are then used for interpretation.

2.4. Random Forest

Random forest is an ensemble learning technique used
for classification modeling by combining bootstrap aggregating
(bagging) and random feature selection [15]. The steps in build-
ing a random forest classification model are as follows:
1. Create n-tree decision trees from the training data.

2. For each tree, perform bootstrap sampling from the training
data and build the decision tree from this bootstrap sample.

3. For each split in the tree:
(a) Select a random number of m-try predictor variables.
(b) Determine the splitting point.
(c) Split the data into two branches.

4. Repeat this process for all trees until completion.
5. Generate the ensemble of all trees through majority voting.

2.5. Synthetic Minority Oversampling Technique (SMOTE)
The SMOTE process is done by determining the minor-

ity class in the data, then determining the distance of k near-
est neighbors obtained by calculating the Euclidean distance be-
tween minority data. Next, generate synthetic data on the line
connecting k nearest neighbors and generate random points on
the line [16].

3. Results and Discussion
3.1. Data Pre-Processing

Data pre-processing in the research is filtering and cleaning
the variables to be used from the available SUSENAS data into a
dataset that is ready to be used for further analysis. This stage
encompasses both data preparation and exploratory data analy-
sis.

3.1.1. Data Preparation
In this stage, KIP data from the 2023 National Socio-

Economic Survey (SUSENAS) for West Java Province was pro-
cessed, including relevant predictor variables. The categoriza-
tion of KIP ownership status was performed to separate the data
into two classes: ”Receiving KIP” and ”Not Receiving KIP.”

3.1.2. Data Exploration
One important step in data preprocessing is the examina-

tion of multicollinearity. A correlation check is carried out be-
tween categorical independent variables to ensure that there are
no high linear relationships between variables that could affect
the analysis results.

Figure 2. Multicollinearity check

The correlation between predictor variables was exam-
ined to identify high linear relationships. Based on Figure 2, it
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Table 2. Evaluation metrics for parameter combinations with grid search

No ntree mtry node_size Accuracy Balanced Accuracy Sensitivity Specificity
1 100 2 1 0.826 0.659 0.897 0.421
2 100 2 5 0.819 0.661 0.886 0.436
3 100 2 10 0.828 0.666 0.896 0.436
4 100 4 1 0.849 0.653 0.933 0.374
5 100 4 5 0.848 0.648 0.933 0.362
6 100 4 10 0.848 0.636 0.938 0.335
7 100 6 1 0.847 0.612 0.948 0.276
8 100 6 5 0.847 0.614 0.946 0.281
9 100 6 10 0.852 0.616 0.953 0.278
10 500 2 1 0.819 0.655 0.889 0.421
11 500 2 5 0.813 0.660 0.879 0.441
12 500 2 10 0.820 0.661 0.888 0.433
13 500 4 1 0.851 0.649 0.937 0.362
14 500 4 5 0.849 0.646 0.935 0.357
15 500 4 10 0.850 0.642 0.939 0.345
16 500 6 1 0.852 0.612 0.954 0.271
17 500 6 5 0.850 0.616 0.950 0.281
18 500 6 10 0.852 0.623 0.950 0.296
19 1000 2 1 0.819 0.660 0.886 0.433
20 1000 2 5 0.816 0.660 0.882 0.438
21 1000 2 10 0.818 0.659 0.885 0.433
22 1000 4 1 0.850 0.644 0.938 0.350
23 1000 4 5 0.850 0.647 0.937 0.357
24 1000 4 10 0.850 0.64 0.939 0.342
25 1000 6 1 0.851 0.612 0.952 0.271
26 1000 6 5 0.853 0.616 0.953 0.278
27 1000 6 10 0.851 0.617 0.951 0.283

was found that R2001L (ownership of flat-screen televisions) and
R2001I (ownership of boats) had a perfect correlation (correla-
tion value = 1). Therefore, the variable R2001I was removed to
avoid multicollinearity issues that could affect the model’s sta-
bility. Next, the data imbalance in the dataset was examined, as
shown in Figure 3.

Figure 3. KIP acceptance status

Figure 3 shows that 84% (11.013 observations) were classi-
fied as ”Not Receiving KIP,” while only 16% (2.031 observations)
were classified as ”Receiving KIP.” This imbalance could bias the
model toward the majority class. To address this, the Synthetic
Minority Oversampling Technique (SMOTE) was applied.

3.2. SMOTE Random Forest Modeling
The Random Forest modeling for classifying the eligibility

of school-age KIP recipients was carried out involving 24 pre-
dictor variables believed to influence eligibility. The dataset of

13,044 individuals was divided into two sets: 80% for training
data and 20% for test data. The class imbalance issue was ad-
dressed using the SMOTE technique. In this stage, Random For-
est modeling was performed with several parameter combina-
tions, namely the number of trees (n_tree) tested at values of
100, 500, and 1000; the number of random predictor variables
used for each tree split (m_try) set to 2, 4, and 6; and the mini-
mum node size (node_size) set to 1, 5, and 10. These parameter
combinations resulted in 27 models, as shown in Table 2, with
the optimal combination expected to yield the best model per-
formance for classifying KIP eligibility.

Based on the Random Forest modeling results with var-
ious parameter combinations shown in Table 2, most models
with ntree values of 100 and 500 achieved high accuracy, ranging
from 0.813 to 0.852. The best-performing model, combination 9
(ntree 100, mtry 6, node_size 10), achieved an accuracy of 0.852.
However, this improvement in accuracy was often accompanied
by a decrease in specificity, increasing the risk of false positives.
This indicates that while the model is generally good at predict-
ing outcomes, it may neglect the minority class.

The best model (combination 9) had an accuracy of 0.852
but a low specificity of 0.278, meaning it effectively predicted
the positive class but struggled with the negative class, leading
to increased false positives. Models with ntree 100 and mtry
6 showed high sensitivity (up to 0.95), indicating strong perfor-
mance in predicting the positive class. High sensitivity often oc-
curs with smaller node_size values, which may cause the model
to focus on the majority (positive) class. For example, model 7
(node_size 1) showed high sensitivity (0.947) but low specificity
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(0.275), suggesting the model is good at predicting positive out-
comes but weak at identifying the negative class.

On the other hand, models with a larger node_size (e.g.,
node_size 10) generally had higher specificity but lower sensi-
tivity. This indicates the model is good at identifying the neg-
ative class but struggles to detect the positive class, resulting
in more false negatives. The highest balanced accuracy was ob-
served in combination 3 (ntree 100, mtry 2, node_size 10), which
reached 0.666. This model strikes a good balance between sen-
sitivity (0.896) and specificity (0.435). Although its specificity is
slightly lower than some other models, its high balanced accu-
racy suggests it handles class imbalance well, making it effective
at identifying both positive and negative classes fairly. This is
crucial for the KIP eligibility classification.

Figure 4. Confusion matrix for SMOTE random forest model

The optimal parameter combination, namely n_tree = 100,
m_try = 2, and node_size = 10, was used to build the model on
the test data. The confusion matrix is presented in Figure 4. The
model performs well in identifying Class 0. It correctly classifies
2.313 instances (True Positive), but also makes 405 classification
errors, where instances that should belong to Class 0 are misclas-
sified as Class 1 (False Positive). This suggests a tendency for the
model to incorrectly identify Class 0 as Class 1, which could lead
to overfitting on the minority class. On the other hand, for Class
1, the model correctly classifies data as positive (True Positive),
but fails to detect any other instances. This is because, in the
testing data, only one instance belongs to Class 1.

The Out-of-Bag (OOB) Error Rate is 14.94%, indicating that
the model correctly classified approximately 85.06% of the data
not involved in the training process (out-of-bag sample). As de-
tailed in Table 3, the accuracy of the model is 85.10%, meaning it
correctly classifies the majority of the test data. The sensitivity
value of 1 indicates the model successfully identifies all positive
class data. However, the specificity is extremely low at 0.24%,
suggesting that the model almost completely fails to recognize
the negative class. The balanced accuracy of 50.12% indicates
that the model is not performing well in classifying both classes
proportionally.

Table 3. Evaluation metrics of the model on test data

Evaluation Metric Value
Accuracy 0.851
Balanced Accuracy 0.501
Sensitivity 1
Specificity 0.002

3.3. SMOTE Random Forest Modeling with Hyperparameter Tuning

The model was tuned using hyperparameter tuning with
5-fold cross-validation. The optimal parameters obtained are
shown in the Table 4.

Table 4. Hyperparameter tuning with random search

mtry ntree node_size Metric Mean
9 1202 29 accuracy 0.811
9 791 7 accuracy 0.810
9 1388 16 accuracy 0.810
9 437 13 accuracy 0.810
9 1974 15 accuracy 0.809
5 674 26 balanced accuracy 0.665
5 485 37 balanced accuracy 0.665
5 271 10 balanced accuracy 0.665
5 1634 32 balanced accuracy 0.665
4 163 28 balanced accuracy 0.664

Based on the Table 4, the optimal parameters for building
the classificationmodel, according to balanced accuracy, aremtry
= 5, trees = 674, and node_size = 26. The confusion matrix for
the predictions on the test data is shown in Figure 5.

Figure 5. Confusion matrix with hyperparameter tuning

Based on Figure 5, the model’s ability to predict class 0
(Not Receiving KIP) with 1813 correct predictions is good, while
it performs reasonably well in predicting class 1 (Receiving KIP)
with 198 correct predictions. The model evaluation metrics on
the test data are shown in Table 5.

Table 5. Model evaluation metrics on test data

Evaluation Metric Value
Accuracy 0.771
Balanced Accuracy 0.655
Sensitivity 0.823
Specificity 0.487

The evaluation metrics on the test data, as shown in Ta-
ble 5, indicate that the model built using the optimal parameters
from hyperparameter tuning has a balanced accuracy of 0.655
(65.47%), which is fairly good for making predictions on the test
data. The sensitivity and specificity values are 82.30% and 48.65%,
respectively.
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Figure 6. Important variables

Figure 7. Visualization of the relationship between the five most important variables and KIP acceptance status
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3.4. Model Performance Comparison
The model performance is evaluated by comparing the per-

formance of the model with parameter combinations and the
model with hyperparameter tuning. The comparison of model
performance is presented in the Table 6.

Table 6. Comparison of model performance on test data

Evaluation Metric Parameter Combination Hyperparameter tuning
Accuracy 0.851 0.771
Balanced Accuracy 0.501 0.655
Sensitivity 1 0.823
Specificity 0.002 0.487

Based on Table 6, the model using hyperparameter tuning
performs better than the model with parameter combinations.
The balanced accuracy shows that the model with hyperparam-
eter tuning is better at recognizing both class 0 (Not Receiving
KIP) and class 1 (Receiving KIP).

3.5. Variable Importance
Based on the model with the optimal parameters mtry = 5,

trees = 674 and node_size = 26, the important variables are pre-
sented in Figure 6. The five most important variables in building
the Random Forest classification model are: the PKH (Program
Keluarga Harapan) acceptance status, the floor area of the resi-
dence, the main source of drinking water, the primary building
material for the largest floor area of the house, and the primary
building material for the largest wall area of the house. The ex-
planation of these variables can be seen in Figure 7.

Based on Figure 7, the following explanations can be pro-
vided:
1. Program Keluarga Harapan (PKH) as the most important vari-
able in forming the classification model aligns with the gov-
ernment’s program, which states that one of the require-
ments for receiving KIP is participation in PKH. However, an
interesting observation from the figure is that there are 947
KIP recipients who are also PKH recipients, whereas 1.062
KIP recipients do not participate in PKH. This could suggest
targeting issues or that KIP recipients who do not receive
PKHmay belong to special categories, such as orphans, peo-
ple with disabilities, or victims of natural disasters.

2. The largest floor area of the house for KIP recipients is 423
m², while the largest floor area for individuals who do not
receive KIP is 847 m². This suggests that most of those who
receive or do not receive KIP are aligned with their housing
conditions.

3. The majority of both KIP recipients and non-recipients use
similar main sources of drinking water. According to BPS
(Statistics Indonesia), someone is considered poor if their
main drinking water source comes from unprotected wells,
springs, rivers, or rainwater.

4. Most KIP recipients and non-recipients share similar types
of flooring materials used in their homes. According to BPS,
someone is considered poor if the flooring in their home is
made of dirt, bamboo, or wood.

5. Most KIP recipients and non-recipients also have similar
types of wall materials used in their homes. According to
BPS, someone is considered poor if the walls of their home

are made from bamboo or low-quality wood, or if the walls
are unplastered brick.

4. Conclusion

The optimal parameters for building the Random Forest
model for classifying KIP eligibility based on balanced accuracy
are mtry = 5, ntree = 674, and node_size = 26. The use of
hyperparameter tuning is more effective for determining the op-
timal parameters, but it requires a long computation time. The
five most important variables affecting the classification model
for KIP recipients inWest Java, based on economic conditions, are
PKH, the floor area of the building, the main source of drinking
water, the primary material of the largest floor, and the primary
material of the largest wall.
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