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ABSTRACT. Due to its ever-growing population, Brebes had the biggest population in Central Java from 2020 to
2022. The government of Brebes has to predict the growth rate of the population and prepare the resources and
employment opportunities to anticipate this population growth rate. This research aims to analyze the result of
growth rate prediction in Brebes using Multilayer Perceptron (MLP) and Recurrent Neural Network (RNN). These two
methods are applied to determine the most suitable one to predict the population growth rate. This is determined by
comparing the smallest MAPE value of these two methods. The analyzed data of the total population from 1991-2022
is taken from Badan Pusat Statistik (BPS) of Brebes. The percentage of division between training and testing data
is 80%:20%. According to the research results, the recurrent neural network is the most suitable method, with the

This article is an open access article distributed under the terms and conditions of the Creative Commons
Attribution-NonComercial 4.0 International License. Editorial of [JoM: Department of Mathematics, Uni-
By _NC versitas Negeri Gorontalo, JIn. Prof. Dr. Ing. B. J. Habibie, Bone Bolango 96554, Indonesia.

1. Introduction

Indonesia is a country with a large population on earth with
a population of 275,501,339 people. Indonesia is ranked fourth
in the world in the list of large populations after India, China, and
the United States. Every year, population growth in Indonesia al-
ways increases [1]. High population growth will disrupt the bal-
ance of natural resources, disrupt the availability of consumption,
and affect the population structure in terms of quantity and qual-
ity [2]. Population growth can be a driving factor and a inhibiting
factor for development. If the increase in population is not ac-
companied by development in quality, it will cause various prob-
lems such as limited employment opportunities, reduced Green
Open Space areas, and decreased social welfare [3]. This will re-
sult in the failure to realize economic development.

Brebes Regency is a regency/city with an area of 1,902.40
km? and is ranked third in Central Java [4]. From 2020 to 2022,
Brebes Regency became the regency with the largest population
in Central Java with the following numbers: 1,978,759 people,
1,992,685 people, and 2,010,617 people [4]. Since 2019, Brebes
Regency has also become one of the areas of extreme poverty
[5]. So, Brebes Regency is one of the densely populated and ex-
tremely poor regencies. A large population can be both an op-
portunity and a challenge for Brebes Regency. In this case, a large
population can be an opportunity for the development of Brebes
Regency if the population is of good quality and will be a prob-
lem if the population is not of good quality. Therefore, it is nec-
essary to conduct a study to predict the population density in
the next few years in Brebes Regency so that the government can
suppress the population growth rate and prepare/anticipate an
increase in population. Some preparations that the government
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can make are preparing earth resources to balance increasing hu-
man needs and preparing jobs so that unemployment does not
occur [2]. Several methods that can be used in predictive analysis,
one of which is the artificial neural network method [6].

Artificial Neural Network (ANN) mimics the information
processing in the human brain [7|. Generally, three neural net-
works are usually applied based on the type of network: Single-
Layer Neural, Multilayer Perceptron Neural Network, and Recur-
rent Neural Network. Single layer networks are artificial neural
networks that have the input layer connected directly with the
output layer. A Multilayer Perceptron (MLP) Network is basically
a type of artificial neural network that possesses a hidden layer
between its input and output layers. A recurrent neural network
is a type of neural network that has a connected pathway from
its output back to its input [8].

MLP is a Neural Network method that is better than other
methods in terms of prediction. MLP has characteristics, namely
the weight value is determined better than other methods, MLP
can be applied without prior information, and is able to over-
come linear and nonlinear problems. This is supported by previ-
ous studies including Choubin et al. [9] which shows that the per-
formance of the Multilayer Perceptron network is better than the
Multiple Linear Regression and Adaptive Neuro-Fuzzy inference
methods in predicting rainfall because it produces the smallest
RMSE value of 0.86. In another study, Nooriansyah et al. [10]
showed that the Artificial Neural Network method with Multi-
layer Perceptron (MLP) training obtained the smallest MAPE value
of 6.88% compared to Support Vector Regression (SVR) which is
8.51% in predicting wave height. Research conducted by Aribowo
et al. [11] showed that the Multilayer Perceptron method had
the smallest MAPE value, namely 4.48%, compared to the Holt-
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Winters method, namely 28.65% and the Auto Refressive Inte-
grated Moving Average (ARIMA) method, namely 28.16% in pre-
dicting the price of quality Il IR64 rice.

RNN is a Neural Network method that has several advan-
tages. RNN is able to predict time series and nonlinear data accu-
rately and has good convergence speed [12]. Conceptually, RNN
has a strong memory for events that have occurred previously
[13]. Hermawan'’s [14] using the Recurrent Neural Network and
Recurrent Neuro Fuzzy methods in predicting the number of train
passengers in Jabodetabek showed that the RNN method had the
smallest MAPE value, namely 3.785%. Research by Achmalia et al.
[15] which predicted cement sales using Backpropagation Neu-
ral Network and Elman type Recurrent Neural Network showed
that the RNN method had a MAPE value of 28.9958%. Research
conducted by Kusnanti et al. [16] in predicting the speed and di-
rection of sea surface currents using the Elman Recurrent Neural
Network method produced a MAPE value of 3.1253%. These stud-
ies show that the RNN method is an accurate method and has a
small error in predicting data.

According to the previously mentioned research, the MLP
method had the lowest error value when compared to other ap-
proaches. Similarly, the RNN approach outperforms other pre-
diction methods in terms of predicting. These factors will be
used in this study to compare the Recurrent Neural Network and
Multilayer Perceptron approaches. Time series data is predicted
using both approaches, and the resulting MAPE values are com-
pared. The purpose of this research is to compare the accuracy
level of population growth rate predictions in Brebes Regency
using the Multilayer Perceptron and Recurrent Neural Network
methods and to determine the outcomes of these predictions.

2. Methods

This research uses the applied method, which aims to solve
or find the solution to a specific and particular problem [17]. Re-
search is a structured or careful analysis to determine or find the
truth [18]. The Multilayer Perceptron Method (MLP) and Recur-
rent Neural Network (RNN) are deep learning methods. In gen-
eral, the flow in predicting using the MLP and RNN methods has
the same steps. The difference between MLP and RNN lies in
the number of layers that build the network architecture. The
network architecture of the MLP method consists of 3 layers,
namely the input layer, the hidden layer, and the output layer.
The RNN method has 4 layers that make up the network architec-
ture, namely the input layer, the hidden layer, the context layer,
and the output layer. The network architecture that is built is
used in the Network Training stage. Figure 1 and Figure 2 illus-
trate the network architecture of MLP and RNN.

Figure 1. Network Architecture of MLP

RNN is similar to MLP with one or more context layers
added. The number of neurons in the context layer is the same
as the number of neurons in the hidden layer. In addition, the
neurons in the context layer are connected to all neurons in the
hidden layer. Neurons in the context layer are included because
these neurons are the ones that serve as reminders of events in

Outout
Layer

Context
layer

Figure 2. Network Architecture of RNN

the previous network by storing the values of the hidden layer
neurons. The stored values are returned one step and used in
the next step as additional input to the network.

The flow in predicting the population growth rate by com-
paring the Multilayer Perceptron and Recurrent Neural Network
methods is as shown in Figure 3.

Data Collection /——7 Input Data /

Division of
Parameter o Data
1 Training Data and -
Initialization . Normalization
l Testing Data
Network Network Data
Training Testing Denormalization
Predlctf%d Caleulation of Compare orlgmal
Population Accuracy Values data and predicted
Growth Rates y data prediksi

Here are the procedures for applying Multilayer Perceptron
and Recurrent Neural Network methods:

1. Data Collectiing
This research analyses the population growth rate of Brebes
Regency from 1991-2022. For this research, the secondary
data is obtained from previous research by other researchers
and not by direct observation [19]. The data resource is the
total population data from 1991-2022, and obtained from
the website of Badan Pusat Statistik (BPS) Brebes [4].

2. Determining Input Value
After collecting the data, the next step is to determine the
input values by arranging the data in 5 years, namely X;,
X2, X3, X4, Xs. Meanwhile, the target for the following year
is (Y).

3. Data Normalization
Essentially, normalization is changing the data to be in the
range of 0 to 1.

4. Data Division
The data is divided into two types: training data and testing
data.

5. Parameter Initialization
Determining network parameters to obtain the best model.

6. Network Training
Forecasting using the MLP and RNN method focuses on train-

Figure 3. Research Flowchart
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ing the network to be able to understand value patterns
based on historical data in order to predict future values.
The Multilayer Perceptron training stage is to identify the
results of the input layer, hidden layer, and output layer on
the training target. Meanwhile, the Recurrent Neural Net-
work training stage is to identify the results of the input
layer, recurrent layer, hidden layer, and output layer on the
training target.
7. Network Testing
Using obtained modeling from network training, such as ar-
chitecture, parameter, activation function, and value.
8. Data Denormalization
Reverting the data to the original number.
9. Comparing original data and prediction data from 1991-
2022.
10. Calculating the Accuracy Value
Determining the category of architecture model
11. Calculating the prediction result of the population growth
rate for 2023-2026.
12. Comparing the MAPE of these methods to determine the
most suitable one.
Mean Absolute Percentage Error (MAPE) is the absolute
value of the percentage error to the mean. MAPE is used
to measure the error of the model’s predicted value which
is shown in the form of a percentage of the mean absolute
error. The MLP and RNN methods are compared to find the
best method by looking at the smallest MAPE value.

3. Results and Discussion
3.1. Data Collecting

The first step in this research is data collection. Population
data in Brebes Regency was obtained from Badan Pusat Statistik

[4]. Data on the population of Brebes Regency for 1991-2022 is
shown in Table 1.

Table 1. Total population of Brebes

No. Year Population No. Year Population
(Person) (Person)
1 1991 1,536,534 17 2007 1,743,195
2 1992 1,542,775 18 2008 1,747,430
3 1993 1,548928 19 2009 1,752,128
4 1994 1,555424 20 2010 1,736,331
5 1995 1,561,329 21 2011 1,742,511
6 1996 1,567,044 22 2012 1,748,510
7 1997 1,572,878 23 2013 1,764,648
8 1998 1,577,631 24 2014 1,773,379
9 1999 1,583,426 25 2015 1,781,379
10 2000 1,698,635 26 2016 1,788,880
11 2001 1,705,433 27 2017 1,796,004
12 2002 1,711,657 28 2018 1,802,829
13 2003 1,717,103 29 2019 1,809,096
14 2004 1,722306 30 2020 1,978,759
15 2005 1,727,708 31 2021 1,992,685
16 2006 1,736,401 32 2022 2,010,617

After the data is collected in Table 1, the data is then pro-
cessed as input for each prediction method. The prediction pro-
cess will be carried out using the Multilayer Perceptron method
and the Recurrent Neural Network method.

3.2. Determening Input Value

Input value is an input value that describes a problem to be
studied in the network in order to provide output value. Input
pattern functions to divide data into training data and testing
data. The time series pattern appears five times. It means there
are five input data, and the desired output is after the fifth data.
The appearing pattern refers to [20]. The time series pattern is
shown in Table 2.

Table 2. Time series data of total population

No X] Xz X3

1 1,536,534 1,542,775 1,548,928
2 1,542,775 1,548,928 1,555,424
3 1,548,928 1,555,424 1,561,329
4 1,555,424 1,561,329 1,567,044
5 1,561,329 1,567,044 1,572,878
27 1,796,004 1,802,829 1,809,096
No X4 X5 Y

1 1,555,424 1,561,329 1,567,044
2 1,561,329 1,567,044 1,572,878
3 1,567,044 1,572,878 1,577,631
4 1,572,878 1,577,631 1,583,426
5 1,577,631 1,583,426 1,698,635
27 1,978,759 1,992,685 2,010,617

The pattern used to predict the output in Table 2 is to
use input for the previous five years. The X value indicates the
amount of data to be used as input, namely, X;, i =1, 2, 3, 4, 5.
While the target or output in the training and testing process is
indicated by the Y value.

3.3. Data Normalization
Data normalization is the scaling of input and target val-
ues so that they fall into a certain range. Normalization aims to
ensure that input and target data are in accordance with the ac-
tivation function used [21]. The activation function is a function
that describes the relationship between the level of internal ac-
tivation or summation function which can be linear or nonlinear.
The purpose of the activation function is to replace the output
signal with an input signal. The formula to calculate normaliza-
tion [22]:
o 08(1‘1 - xmi,n)

' (xmam - xmzn) + 01’ (1)
with
@} = data normalization result on i index
0.8 = optimum default value of normalization
xT; = the data that will be normalized
Tmin = lowest data value
Tmae = highest data value

0.1 = minimum default value of normalization.
The minimum data value and maximum data value based on
the data in Table 2 are z,,,;, = 1,536,534 and x,,,, = 2,010,617.
The normalized value of X; is 0.1.

o 0.8(1,536,534 — 1,536,534 )
7 (2,010,617 — 1,536,534 )

+0.1 =0.1.
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The results of data normalization calculations for all data in Ta-
ble 2 are shown in Table 3.

Table 3. Data normalization

No X] X2 X3 X4 X5 Y

1 0.1 0.11053 0.12091 0.13188 0.14184 0.15148
2 0.11053 0.12091 0.13188 0.14184 0.15148 0.16133
3 0.12091 0.13188 0.14184 0.15148 0.16133  0.16935
4 0.13188 0.14184 0.15148 0.16133 0.16935 0.17913
5 0.14184 0.15148 0.16133 0.16935 0.17913 0.37354
27 0.53785 0.54936 0.55994 0.84624 0.86974 0.9

The normalized data in Table 3 will be used in the training
and testing process.

3.4. Data Division

The data used in this forecast is divided into two, namely
training data and testing data. Training data is data used to
train or form patterns in neural networks. While testing data
is data used to determine the performance of patterns in previ-
ously trained neural networks, namely when obtaining new data
that is not given in the training data. The results of data normal-
ization in Table 3 are divided into training data and testing data.
The percentage of data division for this research is presented in
Table 4.

Table 4. MLP and RNN data division

Data Division  Percentage Data
Training 80% 22
Testing 20% 5
Total 100% 27

The division of data in Table 4 refers to Hardiyanti’s [23]
that shows this 80:20 division will produce the lowest MSE than
any other data comparisons.

3.5. Parameter Initialisation

Before carrying out the training process, it is necessary to
determine the parameters that aim to form a network model.
The network modeling process in Matlab is by selecting new then
creating a new network. The research parameters used are as
follows.

1. The number of input layer neurons is 5: Xy, X, X3, X4, Xs.

2. The number of hidden layer neurons: 5, 6, 7, 8, 9, and 10.
The number of neurons models the network architecture
and determines the lowest MSE value. There is no exact the-
ory for choosing the number of hidden neurons [24]. Thus,
the above numbers are used to obtain the best architecture
model based on the lowest MSE value.

3. The number of neurons in the output layer is 1, Y.

4. The applied training function is Levenberg-Marquest (LM).
trainlm is a training function with the best capacity in pre-
diction [25].

5. The applied adaption learning function is learngdm. This
function will achieve the optimum result [26].

6. The applied transfer function is sigmoid bipolar (tansig) and
linear (purelin). The combination of these functions will

achieve the lowest MSE value [25].

7. The maximum epoch is 1000. The number of 1000 will ob-
tain the best MSE value [27]. The training process of each
model is conducted 20 times as the weight of the data is
changing [28].

3.6.  Network Training

In the study using the MLP and RNN methods, 80% of the
training data used was data from 1991 to 2017. The MLP and
RNN training process used the 5-5-1, 5-6-1, 5-7-1, 5-8-1, 5-9-1,
and 5-10-1 architectural models. Training the 5-5-1 architectural
model means that there are 5 neurons in the input layer (X;,
Xy, X3, X4, Xs) plus a bias, 5 neurons in the hidden layer (z;,
Zp, Z3, Zs4, Zs) plus a bias, 1 neuron in the output layer (Y).
Training a 5-6-1 architecture model means there are 5 neurons in
the input layer (X;, X3, X3, X4, Xs) plus a bias, 6 neurons in
the hidden layer (z, z,, z3, zs4, Zs, Zg) plus a bias, 1 neuron
in the output layer (Y). Training a 5-7-1 architecture model means
there are 5 neurons in the input layer (X1, X3, Xz, X4, Xs)plusa
bias, 7 neurons in the hidden layer (zy, z,, z3, z4, Zs, Zs, Z7)
plus a bias, 1 neuron in the output layer (Y). Training a 5-8-1 ar-
chitecture model means there are 5 neurons in the input layer
(X1, X2, X3, X4, Xs)plus a bias, 8 neurons in the hidden layer
(z1, 2, Z3, Z4, Zs, Zs, Z7, Zg) plusa bias, 1 neuron in the out-
put layer (Y). Training a 5-9-1 architecture model means there are
5 neurons in the input layer (X;, X;, X3, X4, Xs)plus a bias, 9
neurons in the hidden layer (z1, z,, 73, z4, Zs, Zs, Z7, Zs, Z9)
plus a bias, 1 neuron in the output layer (Y). Training a 5-10-1 ar-
chitecture model means there are 5 neurons in the input layer
(X1, X3, X3, X4, Xs)plus a bias, 10 neurons in the hidden layer
(z1, 22, 73, Za4, Zs, Ze, Z7, Z8, Z9, Z10) Plus a bias, 1 neuron
in the output layer (Y).

3.7. Network Testing

The next stage after the training process is to test all mod-
els. Network testing was carried out on population data for
Brebes Regency in 2018-2022. Table 5 and Table 6 are the of
simulation results for testing 6 models using the MLP and RNN
methods.

Table 5. Output (Y) of MLP Testing Results

Model

5-8-1 5-9-1
0.57043 0.57164
0.5851 0.59966
0.59416 0.62784
0.59036 0.86161
0.83949 0.97234

Year

2018
2019
2020
2021
2022

Target

5-5-1

0.58578
0.61441
0.63927
0.77802
0.78233

5-6-1

0.54806
0.55362
0.55646
0.59401
0.59327

5-7-1

0.57927
0.61918
0.66062
0.71935
0.61146

5-10-1
0.55903
0.5743
0.58621
0.53647
0.5676

0.54936
0.55994
0.84624
0.86974
0.9

Table 6. Output (Y) of RNN Testing Results

Model

Year 581  509-1

Target

5-5-1 5-6-1 5-7-1 5-10-1

2018
2019
2020
2021
2022

0.54936
0.55994
0.84624
0.86974
0.9

0.54406
0.55049
0.55517
0.71276
0.69969

0.55531
0.56929
0.58133
0.76134
0.72765

0.55383
0.56919
0.58259
0.92351
1.0065

0.57536 0.5774
0.5994 0.60291
0.62193 0.62657
0.50614 0.85436
0.45841 0.92107

0.55321
0.56055
0.56476
0.66462
0.54902
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After obtaining the output value of the testing results us-
ing MLP and RNN, the MSE (Mean Square Error) value of the six
models is then searched to obtain the best architectural model.
The MSE error value for 6 models is shown in Table 7.

Table 7. The error value of MSE testing

Model  Error MSE MLP  Error MSE RNN
5-5-1 0.013877753 0.029921191
5-6-1 0.050824881 0.022351043
5-7-1 0.028946251 0.016770066
5-8-1 0.029267188 0.075950951
5-9-1 0.011014362 0.010313612

5-10-1 0.057894794 0.048901472

According to Table 7, the best architecture model of MLP
and RNN is the 5-9-1 model. This model is the best one because
the obtained MSE has the lowest than any other model. Further-
more, this 5-9-1 model is used to predict the population growth
rate. Table 8 shows a comparison of testing the MLP and RNN
methods with the 5-9-1 model previously obtained in Table 5 and
Table 6.

Table 8. Output (Y) value of 5-9-1 testing result

Year Target MLP RNN

2018 0.54936 0.57164 0.5774
2019 0.55994 0.59966 0.60291
2020 0.84624 0.62784 0.62657
2021 0.86974 0.86161 0.85436
2022 0.9 0.97234 0.92107

3.8. Data Denormalization

Data denormalization is the process of returning normal-
ized data from a network with a value between 0.1 and 0.9 to
the original data. In Table 8, the output of the 5-9-1 model is
still in normalization form. These data will be converted to their
original data with denormalization. The process will apply this
formula:

(SL’; - 01)(xmaz - xmzn)

T = 0.8 + Tmin, (2)
with
T; = data denormalization result on i index
0.8 = optimum default value of normalization
x} = the normalized data that will be denormalized
Tmin = lowest data value
Tmae = highest data value

0.1 = minimum default value of denormalization.

The result of output denormalization is the prediction re-
sult from 2018-2022. Table 9 shows the prediction result of the
total population from 2018-2022.

In Table 9, the comparison results of the MLP and RNN
methods in 2022 show quite significant differences, namely dif-
ferences reaching tens of thousands.

3.9. Comparison of Original Data And Prediction Data From
1991-2022

Table 10 and Table 11 are the results of the comparison
of original data and predicted data in the training and testing

Table 9. The Prediction Result of the Total Population from

2018-2022
Total Population
Year MLP RNN
2018 1,816,030 1,819,443
2019 1,832,634 1,834,560
2020 1,849,334 1,848,581
2021 1,987,867 1,983,571
2022 2,053,486 2,023,103

process with the MLP and RNN methods before denormalization
and after denormalization.

The comparison graph of prediction and original value us-
ing MLP and RNN are shown in Figure 4 and Figure 5.

Graphgff Comparison of Predicted Values with Original Values for Total Population in 1996-2022 Using the MLP Method
21 T T T T

—e&— Predicted Values :
—&— Original Values : i ] P
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=
T
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1996-2022

Figure 4. Comparison plot of MLP’s prediction value and
original value

Graph of Gefhparison of Predicted Values with Original Values for Total Population in 1996-2022 Using the RNN Methed
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Figure 5. Comparison plot of RNN’s prediction value and

original value

Figure 4 and Figure 5 shows the plot line between predic-
tion and original value are not much different. It can be con-
cluded the prediction result of Brebes’ total population from
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Table 10. Comparison of MLP prediction value and RNN prediction value before denormalization

Year  Original Value MLP Prediction RNN Prediction Year  Original Value MLP Prediction RNN Prediction

Value Value Value Value

1991 0.15148 - - 2007 0.4577 0.44563 0.44766
1992 0.16133 - - 2008 0.48494 0.45339 0.45305
1993 0.16935 - - 2009 0.49967 0.4622 0.45495
1994 0.17913 - - 2010 0.51317 0.46523 0.4616

1995 0.37354 - - 2011 0.52583 0.46109 0.44866
1996 0.38501 0.12672 0.15006 2012  0.53785 0.4598 0.45371
1997 0.39551 0.16467 0.14866 2013 0.15148 0.45436 0.48451
1998 0.4047 0.20471 0.16952 2014 0.16133 0.50756 0.50562
1999 0.41348 0.24747 0.2367 2015 0.16935 0.49999 0.50707
2000 0.4226 0.28937 0.36898 2016  0.17913 0.53294 0.52143
2001 0.43727 0.3822 0.38728 2017 0.37354 0.5338 0.54315
2002 0.44873 0.40495 0.39662 2018 0.54936 0.57164 0.5774

2003 0.45588 0.41093 0.40427 2019 0,55994 0.59966 0.60291
2004 0.46381 0.39719 0.41658 2020 0.84624 0.62784 0.62657
2005 0.43715 0.43652 0.44468 2021 0.86974 0.86161 0.85436
2006 0.44758 0.43978 0.4438 2022 0.9 0.97234 0.92107

Table 11. Comparison of MLP prediction value and RNN prediction value after denormalization

Year  Original Value MLP Prediction RNN Prediction Year  Original Value MLP Prediction RNN Prediction

Value Value Value Value
1991 1,536,534 - - 2007 1,743,195 1,741,356 1,742,559
1992 1,542,775 - - 2008 1,747,430 1,745,954 1,745,753
1993 1,548,928 - - 2009 1,752,128 1,751,175 1,746,879
1994 1,555,424 - - 2010 1,736,331 1,752,971 1,750,820
1995 1,561,329 - - 2011 1,742,511 1,750,517 1,743,151
1996 1,567,044 1,552,368 1,566,200 2012 1,748,510 1,749,753 1,746,144
1997 1,572,878 1,574,858 1,565,370 2013 1,764,648 1,746,529 1,764,396
1998 1,577,631 1,598,586 1,577,732 2014 1,773,379 1,778,056 1,776,906
1999 1,583,426 1,623,925 1,617,543 2015 1,781,379 1,773,570 1,777,765
2000 1,698,635 1,648,755 1,695,933 2016 1,788,880 1,793,096 1,786,275
2001 1,705,433 1,703,767 1,706,777 2017 1,796,004 1,793,606 1,799,146
2002 1,711,657 1,717,249 1,712,312 2018 1,802,829 1,816,030 1,819,443
2003 1,717,103 1,720,792 1,716,846 2019 1,809,096 1,832,634 1,834,560
2004 1,722,306 1,712,650 1,724,140 2020 1,978,759 1,849,334 1,848,581
2005 1,727,708 1,735,957 1,740,793 2021 1,992,685 1,987,867 1,983,571
2006 1,736,401 1,737,889 1,740,271 2022 2,010,617 2,053,486 2,023,103
1996-2022 using RNN is close to the actual value. According to Table 12, the category of MAPE value for Mul-
tilayer Perceptron’s prediction is very well as the result is below
3.10. Comparison of Original Data And Prediction Data From 10%. The MAPE test results using the RNN method are shown in
1991-2022 Table 13.

After the testing process of the 2018-2022 data, the origi-
nal data of the corresponding years will be evaluated. This eval-
uation aims to measure the model performance in predicting.

Table 13. RNN’s MAPE value result

MARPE, as the applied evaluation method, has the value is shown Total Population

in Table 12. Year Prediction Result  Original Data Absolute Percentage Error
2018 1819443 1802829 0,921553
, 2019 1834560 1809096 1,407573
Table 12. MLP’s MAPE value result 2020 1848581 1978759 6.578752
o Total Population Abeolute Percentare Eror 222! 1983571 1992685 0,457395
ca Prediction Result  Original Data soiute Fercentage EITo 2022 2023103 2010617 0,621011
2018 1816030 1802829 0.732238 MAPE 2,189592
2019 1832634 1809096 1.301092
2020 1849334 1978759 6.540716
2021 1987867 1992685 0.241784 According to Table 13, the category of MAPE value for Re-
2022 2053486 2010617 2.132132 current Neural Network’s prediction is very well as the result is
MAPE 2.189592 below 10%.
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3.11. The Prediction Result Of The Population Growth Rate For
2023-2026

The prediction results of the population growth rate for
2023-2026 after denormalization are shown in Table 14.

Table 14. The prediction results of the total population

Year  MLP Prediction  RNN Prediction
2023 2062478 2026372
2024 2073673 2027091
2025 2058963 2022253
2026 2069341 2023467

According to Table 14, the population growth rate from
2023-2026 can be calculated using the total population data of
2022; 2,010,617. Below is the formula to calculate the popula-
tion growth rate with geometric method:

(PN
’"—(po) 1, o)

with
P, = total population of t year
Py = total population of base year
r = population growth rate

t = time period between t year and base year (in year).
Population growth rate categories are shown in Table 15 [29].

Table 15. The category of population growth rate

Population growth rate (r)  Category

r>0 Population increase
r=0 Population stagnant
r<0 Population decrease

Table 16 containing the prediction result of Brebes’ popu-
lation growth from 2023-2026.

Table 16. The MLP’s prediction result of population growth

rate
Year  MLP’s Prediction Result ~ RNN’s Prediction Result
2023 2.579% 0.784%
2024 1.556% 0.409%
2025 0.795% 0.193%
2026 0.722% 0.159%

According to Table 16 the value of the population growth
rate for 2023, 2024, 2025, and 2026 is > 0. It can be concluded
that there is a population increase in each year. The results of
predicting the population growth rate of the Brebes Regency in
2023-2026 using the Multilayer Perceptron method are as fol-
lows.

1. The prediction result of the population growth rate in 2023
is 2.579%, which means that there is an increase in popula-
tion of 51,861 people from 2022 to 2023.

2. The prediction result of the population growth rate in 2024
is 1.556%, which means that there is an increase in popula-
tion of 63,056 people from 2022 to 2024.

3. The prediction result of the population growth rate in 2025
is 0.795%, which means an increase in population of 48,346
people from 2022 to 2025.

4. The prediction result of the population growth rate in 2026
is 0.722%, which means an additional population of 58,724
people from 2022 to 2026.

The prediction results of the population growth rate of
Brebes Regency in 2023-2026 using the Recurrent Neural Net-
work method are as follows.

1. The prediction result of the population growth rate in 2023
is 0.784%, which means that there is an increase in popula-
tion of 15,755 people from 2022 to 2023.

2. The prediction result of the population growth rate in 2024
is 0.409%, which means that there is an additional popula-
tion of 16,474 people from 2022 to 2024.

3. The prediction result of the population growth rate in 2025
is 0.193%, which means an increase in population of 11,636
people from 2022 to 2025.

4. The prediction result of the population growth rate in 2026
is 0.159%, which means that there will be an additional pop-
ulation of 12,850 people from 2022 to 2026.

3.12.  Comparison of Multilayer Perceptron and Recurrent Neural
Network

Comparing these two methods requires an analysis of the
accuracy value to determine which method is the most suitable
with the lowest MAPE error. The results of the comparison of
MAPE values for the MLP and RNN methods are shown in Table 17.

Table 17. Comparison Result of MLP’s and RNN’s MAPE Value

Method  MAPE
MLP 2.1896
RNN 1.9973

The prediction results in Table 17 show that MLP and RNN
methods have MAPE < 10%, making these methods suitable for
prediction. The accuracy value is calculated using MAPE value
with the below equation:

Accuracy= 100%5—M APE. (4)

The comparison of the accuracy values of MLP and RNN is
shown in Table 18.

Table 18. MLP’s and RNN’s Accuracy Value Comparison Re-

sult
Method  Accuracy
MLP 97.8%
RNN 98%

The RNN method is the most suitable for predicting based
on the MAPE value shown in Table 17 and Table 18. Its MAPE
is lower than MLP methods, and its accuracy is higher than MLP.
Based on released data by BPS Brebes, the population of Brebes
in 2023 is 2,043,077, so the population growth rate from 2022
to 2023 is 1.614%. The difference in the value of the original data
population growth rate minus the MLP prediction data is -0.965%,
and the difference in the value of the original data population
growth rate minus the RNN prediction data is 0.83%.
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4. Conclusion

According to the result and discussion, it can be concluded,
namely comparison of the MAPE value of prediction results using
the Multilayer Perceptron (MLP) and Recurrent Neural Network
(RNN) methods with 80% training data division and 20% testing
data resulted in the RNN method getting a smaller MAPE value of
1.9973% compared to the MLP method which is 2.1896%. The ac-
curacy value for the RNN method is 98% and for the MLP method,
the accuracy value is 97.8%. Based on the comparison of the
MAPE values, the RNN method is better than the MLP method.
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