Backwards Stepwise Binary Logistic Regression for Determination Population Growth Rate Factor in Java Island
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ABSTRACT

The high population growth rate can impact various fields due to several factors. Some of the impacts of this high rate are high poverty rates, unemployment, consumption levels, inequality in education figures, gender empowerment index, and increasingly narrow land or area. Therefore, research on the rate of population growth using data on poverty, unemployment, consumption levels, education rates, gender empowerment index, and area makes sense. This data was taken from the official website of the Central Statistics Agency for six provinces on the island of Java, Indonesia. The data used contains missing data so that the missing data is presumed by using the k-nearest neighbour method. The estimated missing data values were modelled using binary logistic regression. Variables that significantly affect the rate of population growth, namely the level of consumption, gender empowerment index, and area, are obtained using the backward stepwise method and are selected based on the smallest Aikakes criterion information value or the one with the most excellent accuracy rate.

Keywords:
Aikake Information Criterion; Backwards Stepwise; Binary Logistic Regression; K-Nearest Neighbour; Population Growth Rate

How to Cite:

1. Introduction

The rate of population growth is the rate of population growth per year in a certain period, usually expressed as a percentage of the basic population. The high rate of population growth has an impact on many fields such as the economy [1–3], health and education [4], poverty [3], area [1, 5], unemployment [6]. Based on data published by the Indonesian Central Statistics Agency (BPS), in 2021, the population growth rate in Indonesia will be 0.98% [7]. In addition, the population on the island of Java is the most densely populated, or equivalent to 57% of the total population living in Indonesia [8]. Therefore, research on the population growth rate on the island of Java using a binary logistic regression approach makes sense.
Binary logistic regression is a statistical method that aims to model multivariable data with binary results [9]. Multivariable data, commonly referred to as independent variables used in binary logistic regression modelling, have a significant relationship with population growth rate in regencies/cities on Java, Indonesia. The significant relationship between the independent variable and the apparent Venetian variable in this study was sought using the backward stepwise method. Backward stepwise is a method that eliminates variables that are not significant to the explanatory variables one by one [10] so that it is more effective in determining the best model. Before the modelling process, pre-processing the data is carried out by estimating the missing values in the data. The method used in predicting missing data in this study is k-nearest neighbour [11, 12]. The best results from modelling are selected based on the highest accuracy value or the smallest Aikake information criterion value.

Therefore, binary logistic regression with backward stepwise was chosen to model the population growth rate in regencies/cities on the island of Java, Indonesia, where the data used is secondary data taken from the official website of the Central Statistics Agency (BPS) for six provinces on the island of Java, Indonesia.

2. Methods

This study uses data on the population growth rate of each regencies/cities in Java, Indonesia. This data uses secondary data taken from the official website of the Central Statistics Agency (BPS) for six provinces in Java, Indonesia. There are six indicator variables wherein two of them there are missing data. The variables that were used are presented in Table 1.

<table>
<thead>
<tr>
<th>Variable Indicator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>Population growth rate</td>
</tr>
<tr>
<td>X1</td>
<td>Poverty</td>
</tr>
<tr>
<td>X2</td>
<td>Open unemployment rate</td>
</tr>
<tr>
<td>X3</td>
<td>Education</td>
</tr>
<tr>
<td>X4</td>
<td>Consumption rate</td>
</tr>
<tr>
<td>X5</td>
<td>Gender empowerment index</td>
</tr>
<tr>
<td>X6</td>
<td>Area</td>
</tr>
</tbody>
</table>

In general, the first stage of this research is data exploration, where the data used are 119 observations or 119 regencies/cities on the island of Java, Indonesia, with six independent variables, then the descriptive statistics are seen. Second, perform a correlation test to test the independence between each independent variable. Divide the data into training data with test data with a ratio of 80:20, because this ratio has the best performances according to [13]. Training data is used to form a model, while testing data is used to test the model that has been formed. The divided data is checked for missing values, then if the variable has missing, the missing data is estimated with the k-nearest neighbour with $k = 5$. Performing backwards stepwise modelling to determine the significant independent variable by looking at the lowest Aikake information criterion value or the highest accuracy value. The variables that have a significant relationship with population growth are modelled by binary logistic regression. The formed model is then evaluated and seen for its accuracy in predicting.
2.1. K-Nearest Neighbour (KNN)

K-nearest neighbour is one of the statistical methods used to predict missing data values. The method is effective in predicting missing data that has been proven in [14]. This method predicts missing data based on the value of k closest observations. Imputing missing data with k-nearest neighbour can be follows:

1. Setting the number of k, k is the closest observations from the missing data.
2. Calculating the distance by using Euclidean distance. The distance is calculating between the observation that containing missing data and not containing missing data. Where, \( x_{ai} \) with \( i = 1, 2, 3, \ldots, n \) is the i-th variable that containing missing value in each observation and \( x_{bi} \) with \( i = 1, 2, 3, \ldots, n \) is the i-th variable that does not containing missing value in each observation, the distance \( d \) can be calculating by following the equation, namely:

\[
d = \sqrt{\sum_{i=1}^{n} (x_{ai} - x_{bi})^2}
\]

3. Sorting the distance base on smallest value and determining the closest k observations
4. Imputing missing value, If it is known that the correlation between the k-th neighbour and the missing data is \( r_k \) and \( \epsilon = 10^{-6} \). So, the missing data value from the closest k observations is [15]:

\[
w_k = \left( \frac{r_k^2}{1 - r_k^2 + \epsilon} \right)^2
\]

2.2. Regresi Logistik Biner

Binary logistic regression is a statistical analysis method used to model the relationship between response variables consisting of two categories with one or more explanatory variables, which can consist of categorical or continuous scales [16–18]. Binary logistic regression where \( f(x) \) is logit \( \pi(x) \), where \( \pi(x) = \frac{e^{\beta_0 + \beta_1 x}}{1 + e^{\beta_0 + \beta_1 x}} \), \( \beta_0 \) is a parameter intercept, \( \beta_1 \) is the slope parameter, and \( x \) is a qualitative or quantitative variable, where the parameter at \( f(x) \) can be estimated using the maximum likelihood approach. Then the equation can be written as follows [17]:

\[
f(x) = \ln \left[ \frac{\pi(x)}{1 - \pi(x)} \right] = \beta_0 + \beta_1 x.
\]

The \( \beta_i \) coefficient was tested for difference with 0 using Wald’s test. This test is carried out based on the Wald contrast, where \( \hat{\beta} \) is the estimated parameter of \( \beta_i \), \( SE_{\hat{\beta}} \) is the standard error of \( \hat{\beta} \), and has the equation [19]:

\[
Z_{wald} = \frac{\hat{\beta}}{SE_{\hat{\beta}}}
\]

The interpretation of the binary logistic regression modelling results in this study uses the odds ratio. Where odds itself is the probability of an event that has a ratio between
the probability of the event occurring and not occurring and has the equation [19]:

\[
θ = \frac{odds_1}{odds_2} = \frac{\pi(1)}{1-\pi(1)} \div \frac{\pi(2)}{1-\pi(2)}.
\] (5)

2.3. The Goodness of Fit Test

2.3.1. Hosmer-Lemeshow Test

The data that has been modelled with binary logistic regression is then measured for its suitability with the model. The goodness of fit test used in this analysis is the Hosmer-Lemeshow test. This test has a hypothesis, \( H_0 \), where the model used follows the data, and \( H_1 \), where the model used is not following the data. The results of the Hosmer-Lemeshow test will reject \( H_0 \) if the p-value is less than \( α \) [20].

2.3.2. Likelihood Ratio Test (LRT)

The likelihood ratio test in this study was used to test the hypothesis of no association between all explanatory variables [21]. The hypothesis in this test is \( H_0: β_1 = β_2 = \ldots = β_k = 0 \) for the model with \( k \) coefficients. The likelihood ratio test results will reject \( H_0 \) if the value of \( LR\chi^2 \) is less than the p-value. The goodness of fit \( \chi^2 \) with \( k \) degrees of freedom, then [22]:

\[
\chi^2 = -2 \log \frac{\text{likelihood of the null model}}{\text{likelihood of the given model}}.
\] (6)

2.3.3. Aikake Criterion Information (AIC)

Akaike’s Information Criteria (AIC) was first introduced in 1973. This Akaike’s Information Criteria (AIC) value minimizes the loss of information in model selection and provides information used to determine the best model. The best model was obtained based on the smallest Akaike’s Information Criteria (AIC) value [23]. In general, Akaike’s Information Criteria (AIC), where \( k \) is the model’s parameter, and \( L \) is the maximum value of the likelihood function used to estimate the model, is formulated as follows [23–25]:

\[
AIC = 2k - 2 \ln (L).
\] (7)

2.3.4. Predictive Performance

The classification results from modelling can be measured for accuracy by looking at the value of the confusion matrix. The confusion matrix itself shows the values of accuracy, sensitivity, and specificities of the model in the classification. Model discrimination is also seen based on the area under the receiver operating characteristic curve (ROC) [26]. The accuracy of the model with unbalanced data used in this study is seen from the balanced accuracy value is [19]:

\[
\text{Balanced accuracy} = \frac{(\text{sensitivity} + \text{specificity})}{2}.
\] (8)
3. Results and Discussion

Analysis of the population growth rate of 119 regencies/cities on the island of Java, Indonesia using binary logistic regression, where the data is labelled with a regency or cities with a value of population growth rate of less than 1 labelled 0 (low) and if more than 1 is labelled 1 (high) and are presented in Table 2.

Table 2. Class distribution of population growth rate data

<table>
<thead>
<tr>
<th>Category</th>
<th>Class size</th>
<th>Distribution size</th>
</tr>
</thead>
<tbody>
<tr>
<td>The low population growth rate</td>
<td>65</td>
<td>54.62%</td>
</tr>
<tr>
<td>The high population growth rate</td>
<td>54</td>
<td>45.38%</td>
</tr>
</tbody>
</table>

Data on the rate of population growth and its consequent factors, namely poverty, open unemployment rate, education, consumption level, gender empowerment index, and the area of each regencies/cities on the island of Java, Indonesia, have descriptive statistics presented in Table 3.

Table 3. Descriptive statistics of data

<table>
<thead>
<tr>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>X6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>2.30</td>
<td>2.20</td>
<td>572</td>
<td>33.00</td>
<td>48.70</td>
</tr>
<tr>
<td>First quantil</td>
<td>7.40</td>
<td>4.80</td>
<td>8182</td>
<td>43.90</td>
<td>65.40</td>
</tr>
<tr>
<td>Median</td>
<td>10.10</td>
<td>6.30</td>
<td>13550</td>
<td>48.90</td>
<td>69.90</td>
</tr>
<tr>
<td>Mean</td>
<td>10.30</td>
<td>7.10</td>
<td>16198</td>
<td>48.60</td>
<td>71.20</td>
</tr>
<tr>
<td>Third quantil</td>
<td>12.70</td>
<td>9.50</td>
<td>19293</td>
<td>52.60</td>
<td>76.30</td>
</tr>
<tr>
<td>Max</td>
<td>23.80</td>
<td>13.10</td>
<td>69802</td>
<td>63.00</td>
<td>98.20</td>
</tr>
<tr>
<td>NA's</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>6</td>
</tr>
</tbody>
</table>

Source: R software Output, results of data processing on population growth rates in regencies/cities on the island of Java, Indonesia, and the independent variables

The data used in this research are 119 regencies/cities in Java, Indonesia. This data will be divided into training data of 80% or 96 observations and testing data of 20% or 23 observations. The data that has been split into 2 parts is then seen for lost data, lost data on training, and testing data are presented in Figure 1.

Figure 1. Left: Training data, Right: Testing data

The missing data in this study is estimated using the k-nearest neighbor (KNN) method.
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with $k = 5$, which means that the missing data is estimated based on the five closest observations from the missing data. The estimated data in the train data are then tested for correlation using the Pearson method, and the results are presented in Figure 2.

![Figure 2. Correlation of explanatory variables on training data](image)

Explanatory variables with a significant correlation coefficient are indicated by an asterisk, where the more stars, the more significant. Modelling using binary logistic regression is done by comparing several explanatory variables. The best model was selected using the backward stepwise logistic regression method. These results are in line with the research in [27]. The modelling results with backward stepwise logistic regression are presented in Table 4.

**Table 4.** Best Model based on Aikake information criterion (AIC) value

<table>
<thead>
<tr>
<th>Model</th>
<th>Explanatory variables</th>
<th>AIC Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X1, X2, X3, X4, X5, X6</td>
<td>138.20</td>
</tr>
<tr>
<td>2</td>
<td>X2, X3, X4, X5, X6</td>
<td>136.20</td>
</tr>
<tr>
<td>3</td>
<td>X2, X4, X5, X6</td>
<td>134.20</td>
</tr>
<tr>
<td>4</td>
<td>X4, X5, X6</td>
<td>132.21</td>
</tr>
</tbody>
</table>

Source: R software output, the result of population growth rate data modelling backwards stepwise

Based on Table 4, the best model formed using backwards stepwise logistic regression is model 4, with the lowest Aikake information criterion value or 132.21. This model contains explanatory variables, namely the level of consumption, gender empowerment index, and the area of regencies/cities on the island of Java, Indonesia. The binary logistic regression modelling results are presented in Table 5.

From Table 5, the binary logistic regression model can be written as follows:

$$f(x) = \ln \left( \frac{\pi(x)}{1 - \pi(x)} \right) = -6.7745277 + 0.0790132 (X4) + 0.0455942 (X5) - 0.0003894 (X6)$$

(9)
Based on the modelling results in Table 5 and equation (9), the odds ratio value can be interpreted as, if without paying attention to the independent variable, the probability of population growth rate of regencies/cities on the island of Java, Indonesia, is low, which is 0.0011425 times compared to the probability of population growth rates of regencies/cities on the island of Java, Indonesia is high. The consumption level of regencies/cities on the island of Java, Indonesia, with a low population growth rate, tends 1.0822186 to be higher than that of regencies/cities on the island of Java, Indonesia, with a high population growth rate assuming all other independent variables are held constant. The gender empowerment index of regencies/cities on the island of Java, Indonesia, with a low population growth rate, tends 1.0466495 to be higher than that of regencies/cities on the island of Java, Indonesia with a high population growth rate assuming all other independent variables are held constant. The area of regencies/cities on the island of Java, Indonesia, with a low population growth rate, tends 0.9996011 to be wider than regencies/cities on Java, Indonesia with a high population growth rate assuming all other independent variables are held constant.

This modelling was tested for significance level using the likelihood ratio test presented in Table 6.

### Table 6. The results of the model fitting

<table>
<thead>
<tr>
<th>Likelihood Ratio Test</th>
<th>LR $\chi^2$</th>
<th>Degree of freedom</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR $\chi^2$</td>
<td>8.21</td>
<td>3</td>
<td>0.0420</td>
</tr>
</tbody>
</table>

The likelihood ratio test is used, the model-fitting results show that the LR $\chi^2$ value is 8.21 compared to the p-value of 0.0420. It can be concluded that the model used is significant where with a significance level of 5%, the LR $\chi^2=8.21 > p$-value=0.0420 as a result of this $H_0$ is rejected, which means that the response variable, namely the population growth rate on the island of Java, Indonesia, has a close relationship with the three selected explanatory variables. Furthermore, this model will be tested for the goodness of fitness test with the Hosmer-Lemeshow test. The value of $x^2$ from the Hosmer-Lemeshow test of 6.3769 with a significant level of $\alpha= 5\%$ has a p-value of 0.6051. So, it means the model does not reject $H_0$ because the p-value of $x^2 > \alpha$ or the model used follows the data.

The binary logistic regression model formed in equation (5) is evaluated by testing the model’s accuracy for training data, testing data, and visually using the ROC curve. The model’s accuracy with the training data is shown in the classification results in Table 7.
Table 7. Final classification result of data training using binary logistic regression

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Actual</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>53</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Notes:
- A: The low population growth rate
- B: The high population growth rate

Source:
"R software output, the results of the confusion matrix on the rate of the population growth model with binary logistic regression with training data"

The classification results using binary logistic regression model training data have an accuracy of 55.21% with a balanced accuracy of 51.13% and a confidence interval between 44.71% and 65.37%.

The best model formed from the training data is then tested on the testing data to measure the model’s accuracy, and the results are presented in Table 8.

Table 8. Final classification result of data testing using binary logistic regression

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Actual</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>13</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Notes:
- A: The low population growth rate
- B: The high population growth rate

Source:
"R software output, the results of the confusion matrix on the rate of the population growth model with binary logistic regression with testing data"

Figure 3. Left: ROC curve of training data classification model, Right: ROC Curve of testing data classification model

The classification results tested on testing data from the binary logistic regression model of training data had an accuracy of 65.22% with a balanced accuracy of 60% and a
confidence interval between 42.73% and 83.62%. It can be concluded that the binary logistic regression with the best model obtained using backwards stepwise logistic regression has a good classification ability. The results of the model’s accuracy in the classification are presented in the ROC curve in Figure 3.

4. Conclusion

This study provides several results based on the analysis of the binary logistic regression method. Missing data used in modelling can be estimated using the k-nearest neighbour method with \( k = 5 \). The best model in classifying the low rate of population growth in regencies/cities on the island of Java, Indonesia, was obtained using the backwards stepwise binary logistic regression method. The variables associated with the low rate of population growth in regencies/cities on the island of Java, Indonesia, are the level of consumption of the population of regencies/cities, the gender empowerment index of the population of regencies/cities, and the area of regencies/cities on the island of Java, Indonesia. The recommendations include promoting community empowerment programs that aim to improve and equalize welfare. Research on selecting the best variable in binary logistic regression can be done backwards stepwise and with other methods such as forward stepwise for the next.
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