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1. INTRODUCTION 

Cancer is the main cause of death in the world. According to the World Health 
Organization (WHO), there were 9,6 million deaths caused by cancer in 2018. Breast cancer 
is one of the most common causes of cancer-related deaths. The World Health Organization 
(WHO) also reported that there were 2,3 million women diagnosed with breast cancer and 
685000 deaths in 2020. There are several ways to treat breast cancer. They are surgery, drugs, 
and chemotherapy. After that treatment, patients of breast cancer hope that they can recover 
from breast cancer. 

Classification is a common problems that is often encountered. The purpose of 
classification is to predict class (categorical) based on predictor variables. Sultana and Jilani 
(2018) used several classification methods, such as Logistic Regression, Decision Tree, and 
Multi Layer Perceptron, to predict breast cancer. Support Vector Machine and Logistic 
Regression were used for calibrating cellular automata land (Mustafa et al., 2018). Han et al. 
(2019) measured the performance of Logistic Regression and Support Vector Machine for 
Seismic Vulnerability Assessment and Mapping. Handayani (2021) compared Support 
Vector Machine (SVM), Logistic Regression and Artificial Neural Network (ANN) to 
predict cardiac disease. She also used several combinations to split the train and testing data. 
Nurlaily et al. (2022) compared Support Vector Machine (SVM) and Logistic Regression to 
classify hepatitis patients. The result showed that holdout stratified SVM using kernel 
radians is the best model. Khandezamin, Naderan, and Rasthi (2020) used logistic regression 
to eliminate the less important feature and then using Group Method Data Handling (GMDH) 
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neural network to diagnose benign and malignant breast cancer. Allo et al. (2023) used 
several methods, such as Logistic Regression, Naïve Bayes, Support Vector Machine and 
Random Forest, to classify climate models.  Nadh & Saraswathi (2023) compares Logistic 
Regression and Support Vector Machine to improve the accuracy in stroke prediction.  

The purpose of this paper is to compare classification methods using Support Vector 
Machine (SVM) and Logistic Regression for the condition of breast cancer classification. 
This paper uses preprocessing data, data cleaning and data transformation, to fill in missing 
value and high range between variables. Data training and data testing are chosen using Five 
Stratified and Non-stratified Holdout and Five Stratified and Non-stratified Folds Cross 
Validation. The best model is chosen based on mean accuracy and variance of accuracy. 

2. RESEACRH METHOD 

This paper uses Wisconsin Prognostic Breast Cancer taken from UCI Machine 
Learning Repository. The researcher uses the R programming language. The data contains 
33 predictor variables and one response variable. There are 198 observed patients with breast 
cancer. The response variable indicates whether a patient is recurrent or nonrecurrent based 
on the 33 predictor variables after receiving breast cancer treatment. Due to the large number 
of predictor variables, feature selection and feature extraction techniques are used to manage 
the dataset. Data preprocessing is applied to the dataset as shown in Figure 1. After obtaining 
the new data, the steps are illustrated in Figure 2. 

 

 

Figure 1. Systematic of Data Preprocessing 

 

Figure 1. Step After Preprocessing 

 

2.1 Data Cleaning 

One of the utilities of data cleaning is to fill in missing value. Missing value can be caused 
by respondents in a survey, researcher in a survey, or data that is incomplete observed. There 
are several techniques to fill in missing values. Respondents may ignore answers to answer 
some questions such as salary and age. Animals or plants may die before all variables have 
been measured. Mean, median, modus, or regression can be applied to fill in missing values. 
If we use regression, first we should find correlation between variables that contain missing 
value and other variables and then we build the model regression between variables that 
contain missing value and variables that have high correlation. Then we can use the model 
to find the value of missing value. If the data has normal distribution then mean can be used 
to fill in the missing values. Median is better than mean if the data distribution for a given 
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class is skewed (Han, Kamber and Pei, 2012). 

2.2 Data Transformation 

Data transformation is a method to transform the data into forms appropriate for 
mining. Smoothing, attribute construction, aggregation, normalization, and discretization are 
strategies for data transformation. Data transformation by normalization is normalizing the 
data attempts to give all variables an equal weight. There are several methods for data 
normalization such as min-max, normalization, z-score normalization, and normalization by 
decimal scaling. In z-score normalization, a value iv  of A is normalized to '

iv  by computing 

'

A

Ai
i

v
v




  (1) 

where A  is the mean of A and  A  is the standard deviation of A (Han, Kamber and Pei, 

2012). 

2.3 Feature Selection and Feature Extraction 

Feature selection and feature extraction actually use high dimension data. The 
purpose of feature selection is to find a subset of features that produce a better model. Benefit 
of feature selection is improving accuracy and reducing training time. There are three feature 
selection methods. They are filter method, wrapper method, and embedded method. Filter 
method is to find high correlation between variable predictors and ignore them. So, the final 
model is variable response and variables predictor that have low correlation between 
variables predictor. Backward selection, forward selection, and stepwise selection are ways 
to do feature selection in the wrapper method. Backward selection starts with all variables 
and drops at each step. Forward selection starts with empty variables and adds variables at 
each step. Stepwise starts with empty variables and adds or drops variables at each step. The 
purpose of feature extraction is to find new features that are linear combinations between 
variable predictors. Principal component analysis is a way to do feature extraction. Select 
the new variables based on the eigen vector. 

2.4 Model Evaluation and Selection 

Model evaluation is done after the classification model has been built. The main 
question is how well the model can classify the problem (Han, Kamber and Pei, 2012). If we 
obtain some classifier from several different methods, then which one has accurately 
predicted the problems. Therefore, this evaluation is done by dividing the data as training set 
and testing set. The training set will build the model which will be tested by the testing set. 
Holdout and cross validation are the most common methods for dividing the set. The result 
will be used as the evaluation measures, such as accuracy, sensitivity, and specificity. 
Confusion matrices can make the calculation for the evaluation measures easier, as shown 
in Figure 3. 

TP (true positive) refers to the observation that belongs to the ‘yes’ group and is 
classified as the ‘yes’ group as well. FP (false positive) refers to the observation that belongs 
to the ‘no’ group but is classified as the ‘yes’ group. FN (false negative) refers to the 
observation that belongs to the ‘yes’ group but is classified as the ‘no’ group. TN (true 
negative) refers to the observation that belongs to the ‘no’ group and is classified as the ‘no’ 
group as well. Formula to calculate the evaluation measures is shown in equation (2). 
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Figure 3. Confusion Matrix 

2.5 Logistic Regression 

Regression is one of the methods used for describing the relation between response 
variable and predictor variable. Logistic regression is used when the response variable is 
categorical. So that is why logistic regression can be used as classification methods. There 
are three kinds of logistic regression based on the response variable (Agresti, 2007). Those 
are binary logistic regression for 2 category nominal response variable, multinomial logistic 
regression for more than 2 category nominal response variable and ordinal logistic regression 
for 2 or more category ordinal response variable. The logistic regression model is 
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2.6 Support Vector Machine (SVM) 

Support vector machine is used as a technique for classification, both linear and 
nonlinear data. Using a nonlinear mapping, the full data set is transformed to a higher 
dimensional space. Support Vector Machine (SVM) select a small number of critical 
boundary instances called support vectors from each class and build a linear discriminant 
function that separates them as widely as possible (Han, Kamber and Pei, 2012). The SVM 
finds an optimal linear classifier or hyper plane in that higher dimension. The best hyper 
plane has the maximum marginal called maximum marginal hyperplane (MMH). MMH that 
optimally maximum the margin satisfied the condition: 
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If the data can be separate linearly, then the MMH can be rewritten as decision boundary 
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Where yi is the class label of the X, Xi is the training set, αi, b0 are the numeric parameters 
that can be found by optimization by Lagrangian. If the data can be separate nonlinearly, we 
can use a kernel function to get MMH, such as 

1. Polynomial Kernel 

   , , 0
dT

i j i jK x x x x r     (7) 

2. Radial Basis Function kernel 

   2
, exp , 0i j i jK x x x x      (8) 

3. Sigmoid Kernel 

   , tanh
dT

i j i jK x x x x r   (9) 

where �, r, and d are kernel parameters. 

 

3. RESULT AND DISCUSSION 

3.1 Best Feature Selection and Feature Extraction 

In this part, researchers conduct feature selection and feature extraction using SVM 
and logistic regression with five stratified and non-stratified holdouts. We also do feature 
selection and feature extraction with five fold stratified and non-stratified cross validation 
using SVM and logistic regression. The dataset contains missing values, specifically in the 
lymph node status variable, where there are four missing values. Prior to feature selection 
and extraction, the researchers impute the missing values with the median, as the variable is 
an integer. After missing value imputation, the researchers standardize the data using z-score 
normalization to ensure equal weight among variables. The process of missing value 
imputation and standardization is illustrated in Figure 1. The researchers select the best 
method based on the mean and variance of accuracy. The dataset contains 33 predictor 
variables, including time, mean radius, mean texture, mean perimeter, mean area, mean 
smoothness, mean compactness, mean concavity, mean concave points, mean symmetry, 
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mean fractal dimension, standard error of radius, standard error of texture, standard error of 
perimeter, standard error of area, standard error of smoothness, standard error of 
compactness, standard error of concavity, standard error of concave points, standard error of 
symmetry, standard error of fractal dimension, worst radius, worst texture, worst perimeter, 
worst area, worst smoothness, worst compactness, worst concavity, worst concave points, 
worst symmetry, worst fractal dimension, tumor size, and lymph node status. The result can 
be seen in Table 1 where the best feature selection and feature extraction method is stepwise, 
which selects 12 predictor variables. Stepwise has a mean accuracy of 81.231% with a 
variance of accuracy of 0.379%. The boundary of this result is to choose the best method for 
feature selection and feature method. 

Table 1. The Six Highest Mean and Its Variance Accuracy based on Feature Selection and 

Extraction 

Feature Selection & 

Extraction 
Mean Accuracy (%) Variance of Accuracy (%) 

General Model 77,231 2,272 

Filter Method 78,289 3,713 

Backward 80 1,893 

Forward 81,538 0,947 

Stepwise 81,231 0,379 

PCA 77,231 0,379 

3.2 Best Estimated Model 

Using 12 variables selected from stepwise, we analyze the case with five stratified 
and non-stratified holdouts using SVM and logistic regression. We also analyze the case 
with five fold stratified and non-stratified cross validation using SVM and logistic 
regression. The selected variables are time, lymph node status, worst radius, mean texture, 
standard error of fractal dimension, mean smoothness, worst area, mean radius, mean area, 
standard error of concave points, mean fractal dimension, and standard error of texture.  For 
the SVM, we use four kinds of kernel. They are linear kernel, polynomial kernel, radial 
kernel, and sigmoid kernel. We compare mean accuracy and variance of accuracy to get the 
best method. There are 20 mean accuracy and variance of  accuracy that are compared. We 
choose the best method based on the lowest variance of accuracy. The result can be seen in 
Table 2. The best method for this case is five fold stratified cross validation using SVMSVM 
with radial kernel. This method has a mean accuracy of 81,816% and variance of accuracy 
0,94%. 
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Table 2. Result Best Mean and Variance Accuracy Based On Classification Method 

Method 
Mean Accuracy 

(%) 

Variance of 

Accuracy (%) 

Holdout Stratified SVM Linear 75,38462 11,3609467 

Holdout Stratified SVM Polynomial 75,07692 15,5266272 

Holdout Stratified SVM Radial 80 5,6804734 

Holdout Stratified SVM Sigmoid 73,84615 8,5207101 

Holdout Stratified Logistic Regression 77,53846 9,0887574 

Holdout Non-Stratified SVM Linear 78,18182 29,0174472 

Holdout Non-Stratified SVM Polynomial 75,75758 28,466483 

Holdout Non-Stratified SVM Radial 79,39394 27,1808999 

Holdout Non-Stratified SVM Sigmoid 68,48485 29,7520661 

Holdout Non-Stratified Logistic Regression 78,78788 22,9568411 

5-Fold Stratified SVM Linear 78,81488 7,9335466 

5-Fold Stratified SVM Polynomial 76,73859 28,2306288 

5-Fold Stratified SVM Radial 81,81614 0,9395741 

5-Fold Stratified SVM Sigmoid 73,27455 9,2003343 

5-Fold Stratified Logistic Regression 82,89243 24,1896417 

5-Fold Non-Stratified SVM Linear 76,73077 67,9881657 

5-Fold Non-Stratified SVM Polynomial 76,76923 64,5177515 

5-Fold Non-Stratified SVM Radial 81,32051 21,7087442 

5-Fold Non-Stratified SVM Sigmoid 72,24359 16,4464168 

5-Fold Non-Stratified Logistic Regression 80,29487 55,8458251 

4. CONCLUSION 

The researcher compared classification methods for classifying the condition of 
breast cancer, which can be either recurrent or nonrecurrent. As the predictor variable 
containing missing values was an integer variable, the median method was used for imputing 
missing values. Z-score normalization was used to ensure that all predictor variables had the 
same weight. The accuracy of five stratified and non-stratified holdout SVM and logistic 
regression, as well as the accuracy of five-fold stratified and non-stratified cross-validation 
SVM and logistic regression, were used to select the best method for feature selection and 
feature extraction. The stepwise method was found to be the best method for feature selection 
and feature extraction. Therefore, a new dataset was created that contained 12 chosen 
variables and the class. The condition of breast cancer was classified based on these 12 
variables chosen from the stepwise method. To select the best method for classifying the 
condition of breast cancer, the new dataset was used. Five stratified and non-stratified 
holdout and cross-validation were used to obtain training and testing data. The accuracy of 
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SVM and logistic regression in classifying the condition of breast cancer was compared. 
Linear, polynomial, radial, and sigmoid kernels were used in SVM. The best method for this 
case was found to be five-fold stratified cross-validation using SVM with a radial kernel. 
This method was able to accurately classify the condition of breast cancer with an accuracy 
of 81.816% and a variance of accuracy of 0.94%.   
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