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Abstract

Survival analysis is often used in the application of analyzing the survival of an object such as living things or objects. This analysis is identical to data censoring which is divided into three, namely: type I, II, and III censored data. Type II censored data is data censoring done by determining the number of objects to be analyzed (r) from the total number of observation objects (n). Type II censored data is used when the analysis is intended to maximize the results of the analysis. Bayesian Linear Exponential (LINEX) loss function is one method that can be used to estimate parameters in survival analysis by minimizing the expected value of LINEX. The purpose of this study is to determine the Bayesian LINEX loss function parameter estimation on type II censored data using exponential distribution. This method uses the concept of posterior distribution and prior distribution. The prior distribution used is the Jeffrey prior distribution which has objective properties and is based on Fisher information theory. The application of the parameter estimation results is carried out on the survival data of lung cancer patients obtained from NCCTG. Based on the results of parameter estimation, it is concluded that the greater the value of the controller (a) can produce a smaller value of parameter estimation results (θ̂). The results of this study can be used as a reference in conducting survival tests using type II censored exponential distribution data using the LINEX loss function method based on Jeffrey priors.
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1. INTRODUCTION

Survival analysis is a statistical analysis used to test the survival time of an object (Kurniawan, et al., 2023). Events that often use this analysis include: illness, death, recovery, or certain experiences that are interesting to observe in a particular object. This analysis has three types of censored data, namely censored type I, type II, and type III (Wang, et al., 2019). Type II censored data has high accuracy in event measurement, so that the analysis results can be maximized. The commonly used distribution is the exponential distribution because it is consistent with the survival graph of living things. The exponential distribution is one of the continuous distribution models with parameters θ (Mahdavi & Kundu, 2017). In survival analysis, the estimation process is also carried out. Estimation is a step used to obtain the value of a parameter in the distribution model. There are two approaches used to estimate parameters, namely the classical approach and the Bayesian approach (Saha, et al., 2019).

The Bayesian approach is used to obtain parameter estimates before knowing the sample data information. The estimation process is used by using sample data information (objective) and information from prior knowledge (subjective) about the distribution used and considering random variables that have a prior distribution. The Bayesian Linear Exponential (LINEX) loss function method is one of the methods used in the Bayesian...
approach (Al-Duais & Hmood, 2020). This method has instruments used in parameter estimation, namely the likelihood function, posterior distribution, and prior distribution. The prior distribution plays a role in estimating when the distribution in the data is still unknown, this distribution has two types, namely informative prior distribution and non-informative prior distribution (Ramos, et al., 2017). A non-informative prior distribution is used to estimate data for which the distribution is unknown (Banerjee & Seal, 2022). The Jeffrey prior is one example of a non-informative prior distribution (Yanuar, et al., 2019). There is previous research conducted by Afriani, et al. (2023) which discusses parameter estimation of the exponential distribution using the LINEX loss function method with Jeffrey priors on type I censored data. In addition, there is research that proves that the Bayesian LINEX loss function method is able to provide better parameter estimation results than using the Maximum Likelihood Estimator (MLE) method on survival data (Rizki, et al., 2017). Thus, a research update was conducted by estimating parameters using the Bayesian LINEX loss function method for type II censored data on the exponential distribution.

2. RESEARCH METHOD

Determination of the parameter estimation results of the exponential distribution on type II censored data using the Bayesian LINEX loss function method based on Jeffrey priors can be done with the following steps

1. Assume to observe \( n \) random samples \( X_1, X_2, \ldots, X_n \) and determine the amount of data to be observed \((r)\), where \(1 < r < n\).
2. Assume the survival data \( T_1, T_2, \ldots, T_{r-1}, T_r \) come from an exponential distribution with parameter \( \theta \).
3. Determining the PDF of the exponential distribution as in the following Equation
   \[
   f(x) = \begin{cases} \theta e^{-\theta x}, & x \geq 0; \theta > 0 \\ 0, & x < 0 \end{cases}
   \]
   (Sahoo, 2008).
4. Determining the survival function of the exponential distribution as in the following Equation
   \[
   S(t) = 1 - F(t) = 1 - (1 - e^{-\theta x}) = e^{-\theta x}
   \]
   (2)
5. Determine the form of the likelihood function \( L(\theta) \) of the exponential distribution on type II censored data as in the following Equation
   \[
   L(\theta) = \frac{n!}{(n-r)!} \cdot f(t_1) \cdot f(t_2) \cdot \ldots \cdot f(t_r) \cdot (S(t_r))^{n-r}
   \]
   (Ren & Gui, 2021).
6. Determine the prior distribution based on the Jeffrey prior which is one type of non-informative prior distribution with the following procedure
   a. Calculating the value of \( \ln(f(x; \theta)) \).
   b. Calculating the first derivative of \( \ln(f(x; \theta)) \).
   c. Calculating the second derivative of \( \ln(f(x; \theta)) \).
   d. Calculating Fisher information \( I(\theta) \) as in Equation
   \[
   I(\theta) = -E \left[ \frac{\partial^2 \ln(f(x; \theta))}{\partial^2 \theta} \right]
   \]
Determining the prior distribution $P(\theta)$ as in the following Equation

$$P(\theta) \propto \sqrt{I(\theta)}$$

(He, et al., 2023).

7. Determining the posterior distribution $P(\theta|X)$ as in the following Equation

$$P(\theta|X) = \frac{L(\theta) \cdot P(\theta)}{\int_0^\infty L(\theta) \cdot P(\theta) \, d\theta}$$

8. Estimate parameters using the LINEX loss function method based on the posterior distribution $P(\theta|X)$ obtained. The estimation steps are as follows

a. Calculating the LINEX loss function $L(\hat{\theta}, \theta)$.

b. Determining the expected value of the posterior distribution of the LINEX loss function $E_{\theta}[L(\hat{\theta}, \theta)]$.

c. Calculating the value of the Bayes estimator of the exponential distribution on type II censored data with the LINEX loss function method approach based on Jeffrey priors as in Equation

$$\hat{\theta}_L = -\frac{1}{a} \left(\ln(E_{\theta}[e^{-a\theta}])\right)$$

where,

$$E_{\theta}[e^{-a\theta}] = \int_0^\infty e^{a\theta} P(\theta|X_i) \, d\theta$$

3. RESULTS AND DISCUSSION

3.1 Likelihood Function Censored Type II

Substituting Equations (1) and (2) into Equation (3) will give the form of the exponential distribution Likelihood function on type II censored data.

$$L(\theta) = \frac{n!}{(n-r)!} f(t_1) \cdot f(t_2) \cdot \ldots \cdot f(t_r)(S(t_r))^{n-r}$$

$$= \frac{n!}{(n-r)!} \left(\prod_{i=1}^r \theta e^{-\theta t_i}\right) (e^{-\theta t_r})^{n-r}$$

$$= \frac{n!}{(n-r)!} \theta^r e^{-\theta\left[\sum_{i=1}^r t_i + t_r(n-r)\right]}$$

$$L(\theta) = \frac{n!}{(n-r)!} \theta^r e^{-\theta T}$$

with $T = \left[\sum_{i=1}^r t_i + t_r(n-r)\right]$.

3.2 Jeffrey Prior Distribution

Determining the shape of the Jeffrey prior distribution begins with determining the value of Fisher information, which is the second derivative of the value of $\ln(f(x; \theta))$ where $f(x; \theta)$ is the CDF of the exponential distribution.
\[
\begin{align*}
    \ln(f(x; \theta)) &= \ln(\theta e^{-\theta x}) \\
    \ln(f(x; \theta)) &= \ln(\theta) - \theta x
\end{align*}
\]

Next, the first derivative of Equation (10)

\[
\frac{\partial (\ln(f(x; \theta)))}{\partial \theta} = \frac{1}{\theta} - x
\]

(11)

Thus, the second derivative can be determined by deriving Equation (11)

\[
\frac{\partial^2 (\ln(f(x; \theta)))}{\partial \theta^2} = -\frac{1}{\theta^2}
\]

(12)

Then, Fisher Information is obtained as follows

\[
I(\theta) = \frac{1}{\theta^2}
\]

(13)

After obtaining the Fisher Information value, the Jeffrey prior distribution can be obtained as follows

\[
P(\theta) \propto \sqrt{I(\theta)}
\]

\[
P(\theta) \propto \frac{1}{\theta}
\]

(14)

### 3.3 Posterior Distribution

The posterior distribution value can be obtained by substituting Equation (9) and (14) into Equation (6) as follows

\[
P(\theta|X) = \frac{L(\theta) \cdot P(\theta)}{\int_0^\infty L(\theta) \cdot P(\theta) \, d\theta} = \frac{n!}{(n-r)!} \theta^r e^{-\theta \left[ \sum_{i=1}^r t_i + t_r(n-r) \right]} \cdot \left( \frac{1}{\theta} \right)
\]

\[
= \int_0^\infty \frac{n!}{(n-r)!} \theta^r e^{-\theta \left[ \sum_{i=1}^r t_i + t_r(n-r) \right]} \cdot \left( \frac{1}{\theta} \right) \, d\theta
\]

\[
P(\theta|X) = \left[ (\sum_{i=1}^r t_i) + t_r(n-r) \right]^r \frac{\theta^{r-1} e^{-\theta \left[ \sum_{i=1}^r t_i + t_r(n-r) \right]}}{\Gamma(r)}
\]

(15)

### 3.4 Bayesian LINEX Loss Function Estimation Value

The Bayesian LINEX loss function parameter estimation is obtained by minimizing the Bayesian LINEX loss function expectation. The expectation can be obtained as follows

\[
E_\theta[e^{-\theta a}] = \int_0^\infty e^{-\theta a} \cdot P(\theta|X_i) \, d\theta
\]

\[
= \int_0^\infty e^{-\theta a} \cdot \left( \frac{[(\sum_{i=1}^r t_i) + t_r(n-r)]^r \theta^{r-1} e^{-\theta \left[ \sum_{i=1}^r t_i + t_r(n-r) \right]}}{\Gamma(r)} \right) \, d\theta
\]

\[
E_\theta[e^{-\theta a}] = \frac{[(\sum_{i=1}^r t_i) + t_r(n-r)]^r}{\left[ (\sum_{i=1}^r t_i) + t_r(n-r) + a \right]^r}
\]

(16)
Thus, the Bayesian LINEX loss function estimation value is obtained by substituting Equation (16) into Equation (7) as follows

$$\hat{\theta} = -\frac{1}{a}(\ln(E_\theta[e^{-a\theta}])))$$

$$\hat{\theta} = -\frac{1}{a}\left(\ln\left(\frac{[\sum_{i=1}^{r} s_i + t_r(n-r)]}{[\sum_{i=1}^{r} s_i + t_r(n-r) + a]}\right)^r\right)$$

(17)

3.5 Implementing Parameter Estimation

Application of Bayesian LINEX loss function estimation on data obtained from the North Central Cancer Treatment Group (NCCTG) in 2020 regarding lung cancer survival data. Thus, the data used is data on lung cancer patients who died after treatment in patients using type II censored data with a total of 20 data from 22 observations made as in Table 1 below.

**Table 1. Survival Time Data of Patient Lung Cancer**

<table>
<thead>
<tr>
<th>Patient</th>
<th>Survival Time (Days)</th>
<th>Patient</th>
<th>Survival Time (Days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>11</td>
<td>305</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>12</td>
<td>371</td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td>13</td>
<td>433</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
<td>14</td>
<td>519</td>
</tr>
<tr>
<td>5</td>
<td>118</td>
<td>15</td>
<td>558</td>
</tr>
<tr>
<td>6</td>
<td>142</td>
<td>16</td>
<td>613</td>
</tr>
<tr>
<td>7</td>
<td>180</td>
<td>17</td>
<td>641</td>
</tr>
<tr>
<td>8</td>
<td>207</td>
<td>18</td>
<td>707</td>
</tr>
<tr>
<td>9</td>
<td>245</td>
<td>19</td>
<td>814</td>
</tr>
<tr>
<td>10</td>
<td>286</td>
<td>20</td>
<td>883</td>
</tr>
</tbody>
</table>

The survival data of lung cancer patients was tested for distribution using the Kolmogorov-Smirnov test to determine whether the survival data was exponentially distributed or not. The hypothesis used in the test is as follows

$H_0$ : Data is exponentially distributed

$H_1$ : Data is not exponentially distributed

with the critical region, reject $H_0$ when $P_{value} < 0.05$.

Based on the Kolmogorov-Smirnov test, it is concluded that the survival data of lung cancer patients is exponentially distributed because the $P_{value}$ is 0.536 or greater than 0.05. After that, parameter estimation is carried out based on Equation (17) with the value of $a$ in this test carried out in the range of $1 < a \leq 10$ to find out how the parameter estimation results on different measurement controllers.

**Table 2. Parameter Estimation Results with Different Controllers**

<table>
<thead>
<tr>
<th>Controller ($a$)</th>
<th>Parameter Estimation ($\hat{\theta}$)</th>
<th>Controller ($a$)</th>
<th>Parameter Estimation ($\hat{\theta}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000970545</td>
<td>6</td>
<td>0.000161757</td>
</tr>
<tr>
<td>2</td>
<td>0.000485272</td>
<td>7</td>
<td>0.000138649</td>
</tr>
<tr>
<td>3</td>
<td>0.000323515</td>
<td>8</td>
<td>0.000121318</td>
</tr>
<tr>
<td>4</td>
<td>0.000242636</td>
<td>9</td>
<td>0.000107838</td>
</tr>
<tr>
<td>5</td>
<td>0.000194109</td>
<td>10</td>
<td>0.000097054</td>
</tr>
</tbody>
</table>
Based on Table 2, it can be seen that the greater the value of the controller \((a)\) can produce a smaller value of parameter estimation results \((\hat{\theta})\) on the data used.

4. CONCLUSION

The formula for the parameter estimation equation of type II censored exponential distribution data using the LINEX loss function method based on Jeffrey priors is as follows:

\[
\hat{\theta} = -\frac{1}{a} \left( \ln \left( \frac{\left( \sum_{i=1}^{r} t_i \right) + t_r (n-r)}{\left( \sum_{i=1}^{r} t_i \right) + t_r (n-r) + a} \right) \right)^r
\]

The application of the equation estimation results was carried out on secondary data obtained from NCCTG in 2020. Tests were carried out with different measurement controller values \((a)\) and it was concluded that the the greater the value of the controller \((a)\) can produce a smaller value of parameter estimation results \((\hat{\theta})\) on the data used.
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